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Abstract. The optimal weighted average (OWA) is an algorithm for
distributed learning of linear models. It achieves statistically optimal
theoretical guarantees with only a single round of communication [3].
This paper introduces the non-linear OWA (NOWA) algorithm, which
extends the linear OWA into the non-linear setting of neural networks.
Due to the difficulty of proving theoretical results in this more complex
setting, NOWA loses the theoretical guarantees of the OWA algorithm.
Nevertheless, we show that NOWA works well empirically. We follow an
evaluation procedure introduced by McMahan et. al. [16] for federated
learning and show significantly improved results on a simple MNIST
baseline task.

1 Introduction

Existing distributed learning algorithms fall into one of two categories:

Interactive algorithms require many rounds of communication between ma-
chines. Representative examples include [11, 4, 13, 22, 18, 7]. The appeal of
interactive algorithms is that they enjoy the same statistical performance as
standard sequential algorithms. But, interactive algorithms have three main dis-
advantages. First, these algorithms are slow when communication latency is the
bottleneck. An extreme example occurs in the federated learning environment
proposed by [16], which uses cell phones as the computational nodes. Recent
work in this setting has studied how to only communicate between nodes when
doing so would proveably decrease loss [7]. Second, these algorithms require spe-
cial implementations. They are not easy for non-experts to implement or use,
and in particular they do not work with off-the-shelf statistics libraries provided
by (for example) Python, R, and Matlab. Third, because of the many rounds of
communication, any sensitive information in the data is likely to leak between
machines.

Non-interactive algorithms require only a single round of communication.
Each machine independently solves the learning problem on a small subset of
data, then a master machine merges the solutions together. These algorithms
solve all the problems of interactive ones: they are fast when communication
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is the main bottleneck; they are easy to implement with off-the-shelf statistics
packages; and they are robust to privacy considerations. The downside is worse
statistical performance. A growing body of work analyzes the popular naive
averaging merging procedure under special conditions [14, 20, 21, 17, 19|, and
develops more robust merging procedures [23, 12, 10, 1, 5, 6]. All of these esti-
mators are either statistically sub-optimal or have computationally intractable
merge procedures.

The optimal weighted average (OWA) [3, 2] is a recently proposed non-
interactive estimator with statistically optimal guarantees. OWA’s merge pro-
cedure uses a second round of optimization over a tiny fraction of the data.
Because the fraction of data is small, it presents negligible computational bur-
den, but OWA is still able to achieve the optimal sequential statistical error
rates in the non-interactive setting. The downside of OWA is that it only works
for linear models. In this paper, we develop an algorithm called NOWA that
extends OWA into the nonlinear setting. The next section introduces OWA in
the original linear setting, and then Section 3 describes the NOWA extension.
Section 4 shows preliminary experiments with NOWA on the MNIST dataset.
We see that the standard naive averaging algorithm commonly used in federated
learning performs significantly worse in this simple task than NOWA.

2  Warmup: The Linear OWA

2.1 Problem Statement

Let ) C R be the space of response variables, X C R? be the space of covariates,
and W C R? be the parameter space. We assume a linear model where the loss of
data point (x,y) € X x Y given the parameter W € W is denoted by £(y,x ' W).
We define the true loss of parameter vector W to be £*(W) = E£(y;x W), and
the optimal parameter vector W* = argminy, ¢y, £*(W). We do not require
that the model be correctly specified, nor do we require that ¢ be convex with
respect to W. Let Z C X x ) be a dataset of mn i.i.d. observations. Finally, let
r: W — R be a regularization function (typically the L1 or L2 norm) and A € R
be the regularization strength. Then the regularized empirical risk minimizer
(ERM) is

W™ = arg min Z 0y, x"W) + Ar(W). (1)

wew iy

Assume that the dataset Z has been partitioned onto m machines so that each
machine ¢ has dataset Z; of size n, and all the Z; are disjoint. Then each machine
calculates the local ERM

WE™ = arg min Z (y,x W) + Ar(W). (2)
wew (x,y)EZ:

Notice that computing Wf”m requires no communication with other machines.
Our goal is to merge the W s into a single improved estimate.
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To motivate our OWA merge procedure, we briefly describe a baseline pro-
cedure called naive averaging:
1 m
Waeve — — W_erm.
Wi 3)
=1
Naive averaging is simple to compute but has only limited theoretical guarantees.
Recall that the quality of an estimator W can be measured by the estimation
error |[W — W*||2, and we can use the triangle inequality to decompose this error
as
W =W < [[W—-EW|2+ [EW — W7|. (4)

We refer to ||W — EW/||y as the variance of the estimator and |[EW — W*||y as
the bias. McDonald et al. [14] show that the W ¢ estimator has lower variance
than the estimator Wi”m trained on a single machine, but the same bias. Zhang
et al. [20] extend this analysis to show that if Wi”m is a “nearly unbiased esti-
mator,” then naive averaging is optimal. But Rosenblatt and Nadler [17] show
that in high dimensional regimes, all models are heavily biased, and so naive
averaging is suboptimal. All three results require ¢ to be convex in addition to
other technical assumptions. The OWA estimator relaxes these assumptions and
achieves better error bounds.

2.2 The Full OWA

To motivate the OWA estimator, we first present a less efficient estimator that
uses the full dataset for the second round of optimization. Define the matrix
W : RYX™ to have its ith column equal to W£™™. Now consider the estimator

Wowa,full _ W‘Afowa,full’ (5)
where R R R
yowafull — aro min Z 1 (y, XTWV) + Ar(WV). (6)
Verm ez

Notice that Weowafull jg just the empirical risk minimizer when the parameter
space W is restricted to the subspace Wove = span{VAVme};’;l. In other words,
the Vowaful yector contains the optimal weights to apply to each Wf’"m when
averaging. Figure 1 shows graphically that no other estimator in WW»* can have
lower regularized empirical loss than T owafull,

2.3 The OWA Estimator

The OWA estimator uses fewer data points in the second round of optimization.
Recall that in a linear model, the amount of data needed is proportional to the
problem’s dimension. Since the dimension of the second round is a fraction m/d
smaller than the first round, only an m/d fraction of data is needed for the same
accuracy.
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W owa, full

owa

Fig. 1. Weovaful is the estimator with best loss in W%, and W°“® is close with high
probability.

Formally, let Z°“® be a set of m?n/d additional data points sampled i.i.d.
from the original data distribution. Thus the total amount of data the OWA
estimator requires is mn +m?n/d. Whenever m/d < 1, this expression simplifies
to O(mn), which is the same order of magnitude of data in the original problem.
The OWA estimator is then defined as

Wowa — WVowa (7>
where
VoU — argmin Y ¢ (y xTWV) (W), (8)
VERm (xyy)€Zowa

OWA’s merge procedure is more complicated than the naive averaging merge
procedure, but still very fast. Notice that the projected data points x T W have
dimensionality m << d, and there are only m?n/d of them. Because the opti-
mization uses a smaller dimension and fewer data points, it takes a negligible
amount of time. Izbicki and Shelton [3] show an experiment where the first round
of optimizations takes about a day, and the second optimization takes about a
minute.

3 The Non-linear OWA (NOWA)

The intuition of the NOWA algorithm is that we apply the OWA algorithm
to each layer of a neural network independently. Unfortunately, the notation is
much messier in this scenario due to the need to keep track of many indices.

3.1 Problem Setting

We now extend our notation to include neural networks with multiple hidden
layers. In particular, we continue to use subscripts to denote different machines
(and let 7 range over the machines), but we also introduce superscripts to denote
different network layers (and let j range over the layers).
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Formally, assume our network architecture has p layers. For each layer j €
{1,...,p}, there is an associated dimension d\¥) € N, activation function o) :

R Rdm, and weight matrix W0 RV xdY e input to the network
. 4 .. . .
is a vector x € R* ". The output of layer j is then recursively given by

. ) X j=0
FP ) :RT = {U@)(W(j)f(j—l)(x)) j>0 )

and f(®)(x) is the final output of the network. In supervised learning problems,

we are given a dataset Z C RY” x RY™ with mn data points, and our goal is
to solve
We™ = arg min Z Uy, fP (%)) + Ar(W), (10)
(x,y)€Z
where ¢ is the loss function and r is the regularization function. We divide Z
into m disjoint smaller datasets {Z1, ..., Z,,} each with n points. Each dataset
Z; is transfered to processor ¢, which solves the local learning problem

Werm —agmin 3 6y, £O(0) + Ar(1). (11)
(x,y)€Z;

Each machine solves (11) without communicating with other machines using
any optimizer appropriate for the network architecture and data. Our goal is to
develop a merge procedure that combines the W, local parameter estimates into
a single global parameter estimate with small loss.

3.2 The Merge Procedures

In this non-linear setting, the naive averaging merge procedure for the jth layer
is given by

. 1 o= - _
Wa'ue,(]) _ E 2W8rm,(j)i. (12)

Google’s recent federated learning architecture uses naive averaging to merge
models together that have been independently trained on users’ cellphones [16].

We will define an improved merge procedure based on a weighted average of
the local parameter estimates. This requires some tensor notation. for each layer
j in the network, we define the 3rd-order tensor W stackedD) . g Rd@) Rd(jfl),
where the (a,b, ¢)th component of wstackedd) ig defined to be the (b, ¢)th com-
ponent of Wwerm-(); . In words, WSt“CkEd(j) is the 3rd-order tensor constructed by
stacking the local parameter estimates Werm.(9) along a new axis. We also de-
fine the function contract : (R™, R™ xR xR4"™") 5 R xR~ t0 be the
tensor contraction along the first dimension. That is, if V' : R™, then the (b, ¢)th
component of contract(V, Ws“wked(j)) is equal to 37", V(a)We™ W), (b, c). In

particular, if each component of V' equals 1/m, then contract(V, WStaCked(j)) =
Ly~ grerm. ), — pyeved),
m a=
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Fig. 2. The performance of the naive averaging estimator used in McMahan et al. [16]
is constant as we add more machines, but the performance of the NOWA estimator
increases.

In our non-linear optimal weighted average (NOWA) merge procedure, we
first construct the modified neural network

mod,(5) Lmd@ )X Jj= 0
! () : RT = {g(j)(WWOdv(j)fmo‘ia(j1)(x)) P50 (13)

where
Wmed,(4) — contract(V(j), WSt‘leed(j)). (14)

We then select a small subset of the data Z°** (i.e. |Z°"* << |Z|) and train the

network f™°4 over only the parameters V(7). That is, we solve the optimization
problem
veut =argmin 37 Uy, 1P () + (V). (15)
%
(x’y)ezo’wa

The parameter matrices W% = contract(V“w“’(j),W““Cked(])) can then be
used in the original neural network. Intuitively, we need only a small number of
data points in the optimization of (15) because the number of parameters is sig-
nificantly smaller than in the original optimization (10). That is, the dimension
of V%% is much less than the dimension of W¢ ™. When the network contains
no hidden layers, then the NOWA procedure reduces to the OWA procedure
described above.



Neural Networks with One Round of Communication 7

4 Experiments

McMahan et al. [16] evaluated the naive averaging merge procedure on the
MNIST dataset, and we perform a similar experiment here. We train the LeNet
neural network [9] provided by TensorFlow’s standard tutorial using the Adam
optimizer and dropout. We performed no hyperparameter tuning and simply
used the default hyperparameters provided by TensorFlow.

We perform our experiment using a cluster of 128 machines. MNIST contains
a training set 55,000 data points, and each machine receives a subset of the
data containing either 429 or 430 data points. The 10 class labels are evenly
distributed throughout the original training set, but we made no effort to ensure
they were evenly distributed throughout the subsets. That means on average,
each machine has access to only 43 examples from each class, but most machines
will have significantly fewer examples for some classes. Under such an extreme
paucity of data, it is unlikely for a single machine to be achieve high classification
accuracy.

Figure 2 shows the classification accuracy as the number of machines used
varies from 2 to 128. (Each experiment is repeated 5 times, and the average
is shown.) Since the number of data points per machine is fixed, adding more
machines adds more data, so we should expect the classification accuracy to
increase for a good merge procedure. We see that the NOWA algorithm signifi-
cantly outperforms naive averaging. The NOWA algorithm does not perform as
well as the oracle network trained on all the data (which has > 0.99 accuracy).
This is because of the difficulty of the local learning problems, which average
only 42 instances of each class.

5 Discussion

The original papers on federated learning [8, 15, 16] perform several rounds of
naive averaging to improve performance. In each round, the average from the
previous round is used to initialize the optimization of each worker node. This
procedure can easily be extended to use the NOWA merge procedure instead of
naive averaging. Since NOWA'’s weighted averaging procedure performs better
than naive averaging in a single round, a multi-round version of NOWA will
likely perform better than a multi-round version of naive averaging. The second
round of optimization used in NOWA is particularly negligible in the federated
setting because this optimization can be performed in the data center on dedi-
cated machines. Therefore, using NOWA in a federated setup would provide no
additional burden to the node machines, which are typically severely computa-
tionally limited devices like cell phones.
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