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ABSTRACT OF THE DISSERTATION

Dimensionality Reduction Algorithms With Applications @ollaborative Data and Images

by

Guobiao Mei

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, August 2008
Dr. Christian R. Shelton, Chairperson

General dimensionality reduction techniques play impdntales in various elds in ma-
chine learning. As a well studied problem, many existingoathms have achieved wide
success in speci ¢ elds. In this work, we view this problenoin a different viewpoint.

We rst focuses on collaborative data, which consist ofrrgt relating two distinct sets
of objects: users and items. Much of the work with such datages on Itering: predicting
unknown ratings for pairs of users and items. In this work, wepose a well-structured
Bayesian network to model the collaborative data, and eynlplopy belief propogation to
estimate parameters of the network and perform Iteringi$a$n addition, we are interested
in the problem of visualizing the information in the collabtve data. Given all of the
ratings, our task is to embed all of the users and items asgioithe same Euclidean space.

We would like to place users near items that they have rataddold rate) high, and far away

Vi



from those they would give low ratings. We pose this problenaaeal-valued non-linear
Bayesian network and employ Markov chain Monte Carlo andetgiion maximization to
nd an embedding. We present a metric by which to judge thdityuaf a visualization.

We then extend the visualization framework to images, spaty to embed images.
Embedding images into a low dimensional space has a wide mafrgpplications: visualiza-
tion, clustering, and preprocessing for supervised legniraditional dimension reduction
algorithms assume that the examples densely populate thialla Image databases tend
to break this assumption, having isolated islands of smnifeges instead. Here we extend
our framework to achieve the embedding goal of preservingllmage similarities based on
their scale invariant feature transform (SIFT) vectors. Mé&ke no neighborhood assump-
tions in our embedding. Our algorithm can also embed the @naga discrete grid, useful

for many visualization tasks.

Vil



Contents

List of Tabled Xil
List of Figures Xili
1 __Introduction 1
1.1 Collaborative Filteridg . . . . . . . . . . . . . . . . . e 2
J.ZJsuaﬂzal’mn.o.LC.alLab.anaMe_Dlta ..................... 5
1.2.1 Connection with Dimensionality Reduction 8

1.4 SUMMALY . . . . o o o e e e e e e e e e 10
2__Background 11
1 wﬁwhs ................... 11

2.1.1 Linear Algorithms . . . . .. ... ... ... ... 13

2.1.2 Nonlinear Algorithms . . . . . . . . . ... ... 15
LJ.S_OlhﬂLDLm.ensiD.uaMEdu&Uau_AlgmiﬂJms ........... 18

viii



2 Collaborative Filtering Algorithms . . . . . . . . . ... .. .. .. 18

2.2 _Co-occurrence Data Embedding . . ... ... .......... 19

2.3 Other Collaborative Filtering Algorithins . . . . . .. .. . ... 19

3 M 23

3.1 Modeling Collaborative Data . . . . . ... ... ............. 24
3.1.1 Model Explanations . . . . . . ... ... . ... ... 26
3.1.2 Parameter TViNg . . . . . . . o o o e e 27

3.2 Collaborative Filtering . . . . . . . . . . . . . e e 28

3.3 Pa.La.m.eLaLBl'Lmﬁ.LLn ............................. 29

3.3.1 _Expectation Maximization for Collaborative Data . . . . . . . .. 30

3.3.2 Loopy Belief Propagatibn . . . .. ... ... ... ........ 23

3.4 EXPErMENIS . . . v v v v it e e e e e e e e e e 32
3.4.1 Experiments SetLp ........................... 34
S_A.LRESLIJ.IS ................................. 36

................................ 40
3.5.1 ModelSetUp . ... ... . . . ... 40
3.5.2 Word Selections . . . . . . . ... 42
3.5.3 Resulls . ... .. ... .. ... 43

4 Visualization of Collaborative Datd 46




4.1 Problem Formulation . .

424 TheAlgorithon . . . . ... ... ... .. 56
4.3 Experimentsand Reswlts . . . . .. ... ... . oL 56
4.3.1 __Algorithm Initialization . . . .. ... ... ... ......... 56
4.3.2 ExperimentDatasets . . . . . . .. ... . 58
4.3.3 Implementationssdes . . . . . .. .. ... ... ... 9 5
Its . . . . 61
2 36
4.3.6  Experimental Results . . . . . ... ... .. ... .. .. .. ... 4 6

69

5.1 Image Fmbedding Problem . . . . . ... ... ... ... ... .. 70
0.2  ADDIOACKH . . . .. e e e e e 72
5.2.1 Problem Formulation . . . . . . . . ... ... 73
b.2.2 SimulatedAnnealihng . . . . . . . . .. ... . 74




b.2.3 Grid-based Image Embedding . . . . ... ... ... ....... 6 7
5.3 ExperimentsandResults . . . . .. ... ... ... ... ... ... 77
5.3.1 Data Sets and Accuracy Metric . . . . . . . .. ... ... 77
5.3.2 Sample SAE Embeddings . . . . . . ... ..o 79
D.3.3 KNNAReSUllS . . . ... ... . .. ... 80
.4 Additional Information Sources . . . . . ... ... 84
5.4.1 Model EXtensions . . . . .. ... ... ... ... ..., 84
b.4.2 Click Counts Incorporatibn . . . . . . .. .. ... ... ...... 85
6_C_Q.DLU.|si.Q.II\ 92
Bibliography 94
99
1 Introduction to Bavesian Netwoiks . . . . . . . . . ... ... .. .... 99
1.1 Independence Assumptions . . . .. ... ... ... ...... 011
2 _Inference for Bayesian Networks . . . . . . . .. .. .. ... .. ..., 102
A.3 | earning of Bayesian Netwotks . . . . ... ... .. .......... 103
A_S__L_SuLci.aD.\_s.Laﬂsles .......................... 104
3.2 Expectation Maximization . . . . . . .. . ... ... ... ... 104
A.lS_EaLam.eLELEsLLmaﬂD.LLLQLB.a;&;iaD_UﬂMkas . 105

Xi



List of Tables

3.1 __Sample CPD for collaborative lItering problém. . . . . . .. ... .... 27
W- ------------- 28
3.3 Expected suf cient statistics for collaborativedata.. . . . . . .. ... .. 30

1%

5.1 Notation for image embedding problem. . . . . .. ... ... ....... 72

1 Asimple Bayesiannetwork. . . . . ... .. ... .. ... L. 100

Xii



List of Figures

1.1 Sample collaborative data rating breakdown. . . . . .. ....... .. ... 3
1.2 _Toprateduysersandgames. . . . . . . .. ... ........0.0..... 4
1.3 Sample collaborative ltering problem. . . . . . . ... .. . ... ... 6
3.1 Sample Bayesian network structure for collaborativerihgl. . . . . . . . . . 25
3.2 learning and festing structire. . . . . .. ... L 35
3.3 Binary prediction accuracy: BM . . . ... ..o oL 37
3.4 Collaborative lferingaccuragy. . . . . . . . . . v v v v v v 38
3.5 RMSE:cardinalily . . . ... .. ... .. . e 93
3.6 Bayesian network withtextnodes. . . . . . .. . ... .. ... . ... 41
3.7 Bayesian network withtextnodes. . . . . ... ... ... ... .. ... 41
3.8 Word selection with mutual information. . . . . . . .. ... ... .... 44
3.9 Collaborative ltering with text informatioh. . . . . . . ... ... ... .. 45
4.1 _Discretization of rating functign. . . . . . ... ... L. L 54
4.2 Sample visualizationof SATdata. . . . .. ... ... ... ... ... 62



5.1 SamplelDembedding . . ... ... ... ... .. ... ... .. ...
5.2 Fuclidean image embedding: ALOI. . .. . ............. ...
5.3 Fuclidean image embedding: Caltech101

5.4 Grid embedding fora subsetof ALDI. . . . .. ... ... .. ...
5.5 Grid embedding for a subset of Caltechll01

0.6 __KNNA results for ALOIl and Caltech1®01. . . . . . ... ... ... ....
5.7 Sample embedding for panda imagesinCG. . . . . .. .........
5.8 KNNA with click informatiod. . . . . ... ... ... ...........

Xiv

76



Chapter 1

Introduction

When shopping online, would it not be great if the websiteldoecommend the right items
for us? Or if we have rated some moﬂewould it not be helpful if they could give us a
graphical display of both movies and people, so that we caigage easily for more movies
we may be interested in, and see what our friends like? Alsosider the situation that we
have a collection of personal photographs which are aburatahdisordered, would it not
be nice if we had an automatic tool to generate a layout ofrtieges so that similar ones
lie close to each other, allowing us to navigate through tietgs more easily and with more
fun?
This dissertation works to provide solutions to the abowkda We rst introduce the

problem of collaborative Itering in Section 1.1, then theoplem of visualization of collab-

orative data in Sectidn 1.2, and nally give a brief introdioo to image embedding problem

1For examplenttp://www.imdb.com



in SectionLB. In our work, all the three problems are solti similar frameworks and

techniques. They all fall into the more general class of disi@nality reduction techniques.

1.1 Collaborative Filtering

Our work starts with looking into a special kind of data, n&neollaborative data. Col-
laborative data, which are composed of correlatsdrsand items are abundant: movie
recommendations, music rankings, and book reviews, famgia They can be very useful
to make accurate recommendations to users about which tteyisnight favor. This prob-
lem is generally recognized as collaborative ltering, ame try to tackle the problem with
a novel graphical model based approach.

Collaborative data can be found in many places involvingsused items. Here we
give a more detailed introduction to them with the exampldoardGameGe#k(BGG),
a well-known board game rating and recommendation web3ie. rst major component
of collaborative data are users. In BGG, users refers to ¢lgestered accounts with the
website. The other component of collaborative data arestdmpard games in the case of
BGG. Without loss of generality, users and items are idetiby single integers IDs. They
are correlated by the ratings between them. Each user caa mtbset of the items (games)
that he or she has played or is familiar with. BGG has integéngs with10 the highest
score. Figur€Il1 shows sample rating breakdown for the g@ieeMacher” as of the date

of this dissertation.

http://lwww.boardgamegeek.com



Rating Breakdown for "Die Macher"
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Figure 1.1: Sample rating breakdown for the game “Die Matfiem BGG

Typical collaborative data contain a small set of “populi#éeins with lots of ratings, and
a large subset of items with only a few ratings. Similar treatbo happen to the users. In
general, the overall rating density (average percentagmwies each user has rated) is less
than 0.5% in BGG. Figure_l.2 shows the available ratings dpr300 users and tofp00
games.

Collaborative Itering is the task of providing useful imfimation of what items people
might like or dislike, based on items they have previoustgda Collaborative ltering can
help us suggest new items a user might be interested in, Belg navigate items according
to their preferences, or reconstruct data by predictiomdlaBorative Itering is equivalently

the task of predicting missing ratings for any user basedisrohher existing ratings and
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Figure 1.2: Top rated users and games for BGG. Black dotsatelihe existence of a rating

of the corresponding user and game.




other users' ratings. It is call “collaborative” because fwediction, we not only take into
account the users own ratings, but also other users' prefese

In this work, we try to model collaborative data with Bayesigetworks. In the collab-

0. We assume that

We set ; =1 if there is a rating;; from U; to G;, otherwise set;
ratings are discrete.

We assume that there is some hidden characteristic vanaplesenting the personal
preferences of each user, and similarly some hidden prppariable representing the prop-
erties of each item. Lat; be the corresponding variable for uddr, and likewiseg; is the
property variable for itent;. We further assume that the rating is solely dependent on
the latent variables; andg,: onceu; andg, are giveny; is independent of other ratings in
the data. FigurE_TIl3 shows a sample problem of collabordtareng with three users, three
items, and binary ratings.

We explain in detail of our approach to employ Bayesian netwearning and infer-
ence algorithms to perform collaborative Itering in ChadB, with some essential Bayesian

network knowledge introduced in Appendix A.

1.2 Visualization of Collaborative Data

In addition to predicting missing ratings, we might like tiswalize the data. Spatial layouts

may potentially increase interest in exploration and tamitding information. The visual-



Figure 1.3: Sample collaborative Itering problem with lity ratings.



ization problem of collaborative data is new to the reseétetature. We extensively explore
the approach and analysis for this problem in this work.

Using all the ratings, the visualization problem is to estrdne intrinsic similarities or
dissimilarities between all the users and items involved, r@present them graphically. This
has a wide range of applications, for example guided ondimgpping. Traditional stores
allow for easy browsing by physically walking up and down #igles and visually inspect-
ing the store's contents. Such browsing is not easy on-lkraazon.comfor instance, has
thousands of items in many categories. While collaboraligeng allows an on-line seller
to recommend a list of objects that the buyer might also liképes not supply a good way
of browsing an on-line collection in a more free-form faghidVe propose building an em-
bedded graph of all the items using the collaborative radiaig, and allowing the shopper to
zoom in on a portion of the graph and scroll around as he oratieles for items of interest.
If constructed well, nearby items will also be of interestiie shopper and local directions
in the space will have “meaning” to the user. Spatial laydatge been shown in the past to
increase interest in exploration and to aid in nding infation [Chennawasin et al., 1¢99].

We assume & -dimensional Euclidean space, which we call émebedded spadgor
most computer interfaceB, = 2). Each user or item is represented by a point in this space.
Intuitively, if two user (or item) points are near each othethe embedded space, the two
users (items) are likely to have similar preferences (prig®. In the same manner, the
closer a user point is to an item point in the embedded sphedjigher the rating the user

has given (or would give) the item.



No previous algorithms have approached the problem of lidng collaborative infor-
mation. Here we initiate this problem and propose an apr.dsi@any visualization problems
are “soft” in nature and it is dif cult to compare alterna¢gimethods. For this task, we in-
troduce a simple evaluation criterion which is natural alholrs for numeric comparisons of

possible visualizations. We explain the details of our mdtim ChaptefH#.

1.2.1 Connection with Dimensionality Reduction

Our proposed visualization of collaborative data problenpases a new perspective view
for the data. It is essentially a dimensionality reductioolpbem for the specially organized
collaborative data, with possibly missing feature valuasirigs), and usually with high di-
mensionality (total number of users or items).

This also suggests that our framework may well be applicab@general dimensionality
reduction tasks. If we convert the raw input data into sonpe tgf collaborative data, we
can apply our algorithm to perform the embedding. More intgaity, our approach not only

embeds the input data, it also co-embeds features in the earipedded space.

1.3 Embedding Images

The collaborative visualization framework can be appliedther seemingly unrelated do-
mains, image embedding for an example. By representingesiagth sets of features,

images can be embedded into a Euclidean space with a sinelduoah



Such image embeddings can have a wide range of applicatlorege search engines
are one obvious example. Often a good portion of the proposades for a query are not
related to the desired goal of the user. By embedding theesiabe user can more quickly
nd the set of interest. As a consequence, searching resilltee much improved. With the
abundance of digital photography, many households hawestmals of images stored on their
home computers without a suitable method for searching ti@mphic visualization of the
entire database can be a great aid in allowing quick and etisgval of desired photographs.
More generally, embedding images into a low dimensionatses a wide range of other
applications: visualization, clustering, and pre-prateg for supervised learning.

Traditional dimension reduction algorithms assume thatekamples densely populate
the manifold. Image databases tend to break this assumptaming isolated islands of
similar images instead. In this work, we propose a novel @ggh that embeds images into
a low dimensional Euclidean space, while preserving latage similarities based on their
scale invariant feature transform (SIFT) vectors, whiah ast introduced in [Lowe, 2003].
We make no neighborhood assumptions in our embedding. Qaritim can also embed the
images in a discrete grid, useful for many visualizatiotk$adVe demonstrate the algorithm
on images with known categories and compare our accuraoydbly to those of competing
algorithms.

We modify the framework proposed for visualization of cbtl@ative data to suite for the
need of image embedding. The goal is similar to the visutdingoroblem: to put images

into some Euclidean space so that each image lies close tlaisother images, while far



apart from those with large distinctions. It is essentiallgimension reduction problem for

images. We give the details of our algorithm in Chafpter 5.

1.4 Summary

We propose an approach to solve the collaborative lteringialization, and image embed-
ding problems listed above. We give detailed formulationhaf problems and present our

algorithms in the following chapters.

10



Chapter 2

Background

In this chapter, we introduce the background of our work, istdsome of the related work.
We rst introduce the problem of dimensionality reductiam $ectionl Zl. We then show
some of the most popular existing algorithms for the problemSectioiZR we introduce the
problem of collaborative Itering. We show how this problamessentially a dimensionality

reduction problem with missing data components.

2.1 Dimensionality Reduction Algorithms

Dimensionality reduction (DR) is one of the most widely uggdblems in the machine
learning eld. In short, it is the problem of nding low dimesional structure of given high

dimensional data.

dimensional vectoi,e. x; 2 RP. The problem of dimension reduction is to nd a mapping

11



such thaty, = (x;), wherey; 2 R%is ad (usually much smaller thaB) dimensional
vector andy; best “representsX;. We hereafter us&¥,aD n matrix consisting of all the
data points as columns to denote the entire input data. lideewe use’ ,ad n matrix to
denote the corresponding output.

We also use the term “embedding” to represent the problenmeégsionality reduction,
especially for the case of small Intuitively, it is the problem of embedding the high di-
mensional raw dat&; into a low dimensional space where the results are easilyab&e.
We refer to the targeR ¢ space as thembedded spacéNote that it is dif cult to present a
universal view of what a good embedding is. Different apgiimns will have different ways
of interpreting what is a good representation of the oribdza.

Dimensionality reduction is useful in many domains in thechiae learning literature.
In supervised learning, for examp|e [Fukumizu et al., 20@4jere training dat&; are given
along with a labely; indicating their categories, the task is to train a classf esuch that
when a previously unseen testing data pairs given,f (x) predicts the class label. When
the data points have many dimensions, it is both time consgrand often inaccurate to
train the classi er directly on the raw data. Pre-proceggitata points with dimensionality
reduction algorithms is not only suitable, but also necgssamany cases.

In general, the dimensionality reduction problem only feesion the relative positioning
of the input data. Without loss of generality, in this seatise assume that the data points

P
. Xi = 0. This can be easily achieved by computing the

have zero empirical mean.e. |

empirical mean of given input data points and subtractirfgoiin the original data points:

12



P
Xj ( Xi 1 i Xj -
Dimensionality reduction algorithms fall into two categgs: linear and non-linear. We

brie y discuss both in the remainder of this section.

2.1.1 Linear Algorithms

Linear dimensionality reduction algorithms seek to nd iadar transformation for the input
data such that some criterion is met. In particular, theytdrynd a D d matrix W such

thaty, = (x;) = W ~x; is the embedding. Or in other words = W~ X..

Principal Component Analysis

Principal component analysis (PCA) is one of the most widelgd linear dimensionality
reduction algorithm. In 1901 Karl Pearson presented tlgsrithm. The goal of PCA is to
project the data while preserving the greatest variance.
More formally, letw; be a unit vector along which to project the original data t€AP
seeks for
X
wi =arg max (W x;)?:
kwk=1 i
Recursively, once we have obtained the kst 1 such projection vectors, theth projection
vector is
)1
we = arg max (W (X Wy W X))
kwk=1

i j=1

In [Pearson, 1901], the author also showed that the soldtioCA is just an eigen-

13



value decomposition problem for the covariance matrix giuindataX. LetC = XX ~

be theD D empirical covariance matrix oK. Let w;;w,;:::;wy be thed eigenvec-

W~>X :

<
I

Multi-Dimensional Scaling

Multidimensional scaling (MDS) is another well known limeimensionality reduction al-
gorithm. It is rst introduced in|[Torgerson, 1952]. L&; = kx; X;k be the Euclidean
distance between the pointsandx; in the originalR® space, andj = ky; y;k be the dis-
tance in the embedddrl® space between the two points. A good embedding should preser
the distance well: close points in the original space shoeidain close in the embedded
space, and vice versa.

MDS seeks to minimize the objective function

X
Sy Ti):

Most of the time the function is set to be the square of the argument. In this case, the
P
objective function of MDS becomes ;; (S;  Tj ).

There is a closed form solution for MDS whenis the square function, as shown in

14



[Cox and Cox, 2001]. LePj = kx; x k% anddeneB = S5 whereH; = 1.
Here j =0 unless = |, in which casej = 1. The objective function is minimized if the
embeddingy is set to the topl eigenvectors of the matrig .

Further research [Williams, 2001] showed that PCA and MD&usth produce identical

embedding given the same input data if MDS uses the squacédarfor . So we can view

MDS as a generalization of PCA.

2.1.2 Nonlinear Algorithms

Linear dimensionality reduction algorithms work well faygut data lying in a regular hyper-
plane. However, in many cases the data points lie in a stedtomanifold. Applying linear
transformations for dimensionality reduction produce®arpepresentation of the data. We

introduce some of the most popular nonlinear embeddingiéfgos in the following text.

Locally Linear Embedding

In [Roweis and Saul, 2000], the authors present locally linedrezlding (LLE). As a non-
linear embedding algorithm, LLE assumes that the nearbgitpdlocal neighbors) in the
original space should remain neighbors in the embeddedspagparticular, the embedding
of a point should be able to be linearly reconstructed frariatal neighbors (points with
smallest Euclidean distances) in the original space.

The LLE algorithm has two phases. The rst step is to compie ieconstructing

weights for each of the data points by its neighbors. Thensiraction cost to be mini-

15



mized is de ned as

x . X .2
W)= jx Wi xjj°
i j

They only consider reconstructing from its neighbors, so they enforé® ; = 0 whenx;

is not in the neighbor set of;. To get rid of the scaling freedom, they further require that
P —
Wy =1.

The second phase of the algorithm is to use the local welght® generate the embed-

dingY such that the following cost function is minimized:

X - X -2
(Y)= Jyi Wiy)e:
i j

To remove the rotational freedom in the nal embedding, theyher require

yi=0
X )
[yiy; ]

Minimizing both cost functions results in an eigenvectocamaposition problem of a

gram matrix de ned in[[Saul and Roweis, 2003]. The compuwiaai cost of LLE is similar

to that of MDS.

16



Isomap

In [Tenenbaum et al., 2000] the authors predsntmap another nonlinear embedding al-
gorithm. The idea of Isomap is that the distance between wwotp in the original space
should not just be computed as the Euclidean distance.akdhsteshould be the shortest sum

of distances along a path consisting of points near each.othe

betweerx; andx; exists ifx; is one of theK nearest neighbors of. Then they compute
the distance between any two poirfsandx; to be the shortest distance of the nogegand

X;j in the graphG. Finally they run MDS on the distance de ned above.

Semi-De nite Embedding

Semi-de nite embedding (SDE), or maximum variance unfotd{MVU) is another popular
nonlinear dimensionality reduction technique. It was psésented in
[Weinberger and Saul, 2006].

Similar to Isomap, the idea of SDE is to build a connectivitggh G, with nodesX =

imposed by SDE preserve the lengths and angles of these edigeg embedding. To reduce
the complexity of having to dealing with the angles, theyttiar add an edge between any
two neighbors of a point;, if it did not already exist.

Similar to LLE, to produce a unique embedding, they furtleguire the embedding result

P . . . .
to be centered at origin: ;y; = 0. The constraint-preserving embedding leads to a semi-

17



de nite programming (SDP) problem and can be solved with ynexisting SDP solvers.

2.1.3 Other Dimensionality Reduction Algorithms

Dimensionality reduction has been researched and dewtfope long time, and there are
many other algorithms available.

In [Scholkopf et al., 1998], the authors introduced Kern@AR which uses a Kernel
function (matrix) to implicitly map raw data vectors intorae feature space and then per-
form PCA there. The resulting embedding is thus a non-lirgajection of the data. In
[Donoho and Grimes, 2003], the authors propose Hessian IHLEK). hLLE adapts the
LLE method but adjust the reconstruction weigtitto minimize the Hessian operator. This

method is designed for some non-convex data sets.

2.2 Collaborative Filtering Algorithms

There are many existing collaborative ltering algorithfiagusing on the task of prediction.
[Breese et al., 1998] classi es the approaches into two nagtegoriesmemory basednd
model based Memory based collaborative ltering algorithms make potidns according
to all the existing preferences stored beforehand, whildehbased algorithms rst try to
learn the parameters of a particular model for the existiegr preferences, and then make
predictions according to the learned model. [Sarwar eP8D]1] has an exploration of many

item-based algorithms.
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2.2.1 Eigentaste

[Goldberg et al., 2001] propose Eigentaste (ET). It has tivases: of ine and online. It

treats the entire rating matrix as a high dimensional spadesanploys principal component
analysis for dimensionality reduction during the of inegde. It projects the users into a
low dimensional space and then partitions the embedded sptax sets of users and uses
the maximally rated items in a given set as predictions dutite online phase. While this

algorithm does place the users in a geometric space, it dugdace the items in the same
space, and it requires that there be a set of itemsgduge setwhich every user has rated.

This is a severe restriction because not all collaboratata aiill have this property.

2.2.2 Co-occurrence Data Embedding

Co-occurrence data have been used to produce embeddinge ofasses of objects in the
same space. CODE |Globerson et al., 2005] is one such regantpde. It tries to embed
objects of two types into the same Euclidean space basedeorctiroccurrence statistics.
Unfortunately, collaborative Itering data are usuallywgn as ratings and not co-occurrence
statistics. Even if we take the ratings to be proportiondahtcorresponding co-occurrences
(an unjusti ed assumption), we still have missing statist{which cannot be taken to be

zero). Co-occurrence algorithms do not currently deal witbhh missing values.
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2.2.3 Other Collaborative Filtering Algorithms

Collaborative Itering has attracted a good amount of reskan the past years. Many other
algorithms exist in the literature.

In [Hofmann and Puzicha, 1999], the authors use a probtbiletent space model to
model users' preferences as convex combinations of pretertactors, and employ approx-
imate EM algorithm to learn the model.

Some of the ltering methods have a “geometric” avol. [Pek et al., Z000] propose
a collaborative lter based on personality diagnosis. Thegociate each user with a vector
R indicating the true rating of this user for every item in thestem. The actual rating
is assumed to be a random variable drawn from a Gaussiaibdigdn with mean equals to
the corresponding element of that item in the usB"$® vector. If there is a missing rating,
the correspondin®™® element is a uniform random variable.

In [Paviov and Pennock, 2002] the authors developed a marientropy approach for
collaborative Itering. The algorithm is especially suitia for dynamic stream collaborative
data. They view the items as clusters based on the user guaitss1s, and make predictions
that minimizes the probability of crossing cluster bouneksr

[Melville et al., 2002] presented content-based collabeea Itering that incorporates
components from both content-based methods for recomntiendsystems and collabora-
tive ltering algorithms. They introduce an effective frawork for performing high quality
recommendations. They rst use a content-based predictenhance the user data, and then

provide recommendations through other collaborativeritig algorithms.
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[Hofmann, 2004] introduced a model-based algorithm whedies on a statistical mix-
ture model involving latent class variables. They gave astamt time prediction approach
once the model for discovering user communities and prpto&y interest pro les is learned.

In [Miller et al., 2004], the authors presented PocketLendistributed collaborative I-
tering algorithm that overcomes the limitation of traditéd algorithms such as non-portable
and user privacy issues. PocketLens is designed to run ieratpgeer environment.

One major problem for collaborative Itering is the spaysih the data. Often the rat-
ings in the collaborative data are insuf cient to identifymslarities in users and items.
[Huang et al., 2004] proposed an algorithm that makes usa asaociative retrieval frame-
work to overcome the sparsity limitation. The basic ideassaiative retrieval is to build a
graph or network model of users and items for the collabegatata, by exploring the transi-
tive associations among the users and items, informationmfoved quality can be retrieved
through this graph model.

Similar to principal component analysis (PCA) we discussethe previous section,
maximum margin matrix factorization (MMMF) algorithms akso widely used as a dimen-
sionality reduction algorithm, and it can be extended fdtatmrative Itering problems.
Traditional MMMF algorithms use a semi-de nite programmiiSDP) solvers to handle
problems on matrices of dimensionality up to a few hundredlRlennie and Srebro, 2005]
the authors investigated a gradient-based optimizatiaodefor MMMF and applied the
algorithm on large (sparse) collaborative data and achige®d empirical accuracy.

[Leung et al., 2006] presented a collaborative Iteringnfrawork based on fuzzy associ-
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ation rules and multiple-level similarity (FARAMS). FARASItakes advantages of product
similarities in taxonomies to handle the sparsity of thdalmrative data, and use fuzzy as-
sociation rule mining to improve competitive predictioradjty. In [Leung et al., 2007] they
presented cross-level association rules (CLARE) to addrescold-start problem (new user
has to make many ratings before lItering is effective) inlabbrative Itering.

In [Banerjee et al., 2007], the authors presented a partd]zinclusterinﬂ formulation for
matrix approximation./ [George and Merugu, 2005] appliesisame framework to the prob-
lem of collaborative Itering. They designed incrementaldaparallel versions of the co-
clustering algorithm and applied on users and items in thlalmorative data. The algorithm
they presented is ef cient and suitable for real-time dymaevolving data, with comparable
accuracy but lower computational cost.

In summary, as a problem with wide applications, collabeeattering has been studied
for long. However, none of the listed algorithm directly ube same Bayesian network
structure to model the entire data. We propose our framewattk experiments to show

empirical results in Chaptét 3.

1Co-clustering is the technique of clustering both rows amidmins of two-dimensional data matrices.
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Chapter 3

Collaborative Filtering

In this chapter, we present an approach to the well studidabmyative Itering problem.

We use a large scale Bayesian network [Pearl, 1988], a pogtdahical model frame-
work, to model the collaborative data. In our framework,rasend items in the collaborative
data are represented by latent characteristic valuesjwvdoicespond to two sets of nodes in
the graphical model. Ratings are viewed as observed evédenc

This chapter is organized as following. We rst show how todebcollaborative data
as a complex Bayesian network in Section 3.1. We then demadediow to estimate the
parameters using approximate inference algorithms ini@e&3. In Sectiof-3]12 we show
how to perform collaborative Itering once we have the gragath model and the learned
parameters. We show how this model can be further extendidadditional information in

Sectio3.b.
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3.1 Modeling Collaborative Data

A Bayesian network is one of the most popular graphical meotietdescribe a joint distribu-
tion over a set of random variables. The conditional indéeleecies between the variables
are compactly encoded by the structure of the network, amgbiht distribution can be fac-
tored, most of the time, compactly into the product of theaddtctors associated with the

variables. We give more introduction on Bayesian netwank&ppendixXA.

j = 1 ifthereis arating; from U to G;, otherwise set; = 0. We assume that ratings
are discrete. We further assume that there is a hidden dkasdc variable representing the
personal preferences of each user, and similarly a hiddepepty variable representing the
properties of each item. Lek be the corresponding variable for usdér; and likewiseg, is
the property variable for iter;. We further assume that the rating is solely dependent
on the latent variables; andg; : onceu; andg; are giveny; is independent of other ratings
in the data.

It is natural to model the collaborative data as a Bayesianwar&. For each usdd;, we
add it as a node in the Bayesian network structgr@nd similarly for each itent;. For
each existing rating; , i.e. j =1, we add a nod®;; into G, and makedJ; andG; be the
parents oR;; . A sample Bayesian network structure fusers an@ items with5 ratings is
shown in Figuré311.

Eventually we get a very large Bayesian network structuré ail the users, items and
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Figure 3.1: Sample Bayesian network structure for collabee Itering.
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ratings as nodes, where each rating node has exactly twotpamneicating the corresponding

user and item for this rating.

3.1.1 Model Explanations

The proposed model structure assumes the users and itermxlapendent before the ob-
serving the ratings. We also assume that the posterior gigttibution of users and items
given all the ratings can be factored into production of nratposteriors of users and items.
We explain this in detalil in Sectidn_3.3. The distributionaofating should only depend on
the latent properties of the corresponding item and theepeete of the user. The entire
structure correlates the distribution of these latent os@em properties via the set of rating
observations.

To take a concrete example, let be a set of game players, a@l be a set of games.
Assume that the latent variableandg are both binary. Assume that = 0 means the user
U; likes two-player games and = 1 means the user likes multi-player games. Similarly,
assume thaty = 0 means the gam@; is a two-player game, ang = 1 means it's a
multi-player game. Assume that the ratings are also binanables: 0 means “dislike”,
and 1 means “like”. It is often the case thatwill tend to rateg higher if they “match”.
Hence one reasonable conditional probability distribu({GPD) for this family is shown in

Table[31.

26



Ui Gj Rij =0 Rij =1
0O O 0.1 0.9
0 1 0.9 0.1
1 O 0.8 0.2
1 1 0.05 0.95

Table 3.1: Sample CPD for collaborative ltering problem.

3.1.2 Parameter Tying

It is reasonable to make the assumption that the CPD for théyfaf R; is the same for
alli andj. In another words, all the CPDs f&(R; j U;; G;j) share the same parameters
throughout the entire Bayesian network. For example, ag &smnsomeone likes multi-player
games, and some game is a two-player one, then he will prpbablike the game. There is
no need to distinguish who someone is, or which game it is layogy. Similarly, we make
the assumptions that the pridPgU;) for all users are also shared with the same parameters,
and the same fdP (G;).

The characteristics of parameter tying is essential fameging in this type of models,
with complex but well formed structures. The entire datassemtially one instance for all
the rating variables for this huge Bayesian network. Theraa way to learn each indi-
vidual CPDs of ratings or prior distribution of user (itentgferences. Once we tie all the
corresponding parameters, we have a more compact way ofrtgesuf cient statistics of
individual user-rating-itenfamilies and estimate the global CPD as an averaged condlitio
probability of all the rating families. We give more explaioa on this in Sectio 3]3.

Given the Bayesian network structure constructed in thig, Wae only parameters we
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Parametet Meaning
u Prior for all y;
9 Prior for all g;
rjug Conditional probability of rating;; givenu; andg,

Table 3.2: Parameters for the Bayesian network structure.

need consist of parameters in Tablg 3.2. We denote them.by

3.2 Collaborative Filtering

One of the key problems in collaborative ltering is predigy missing ratings. We denote
R = fRj ] j = 1lgto be the set of all existing ratings. The lItering problem aur

framework is essentially the query problem:

P(rij j R); where i = 0: (3.1)

Once we have the parameterswe can use inference algorithms to obtain the posteriors
P(ui j R) andP(g j R) for all users and items. Additionally, from the structuretbé
Bayesian network model; is conditionally independent of all other variables givgrand

g - Equatior 311 can thus be rewritten as

X X
P(rj jR) = P(ri jui;g)P(u;g jR) riuig P (Ui J R)P(g J R) :

Ui g Ui ;gj

The joint posterioP (ui; g j R) is very dif cult to compute, and we use loopy belief
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propagation (LBP)[[Murphy et al., 1909] to compute its apgmmation represented by the
last approximation in Equatidn_3.2. Detailed explanatiénhis is in Sectiof“3.312. Any
prediction task becomes simply a look-up in the posteridrssers and items, and a multi-

plication with the CPD 4.

3.3 Parameter Estimation

The structure of the Bayesian network is given by our probsatting, and the parameter

estimation problem is to nd
=argmaxP( jR):

In the case that the parameters have uniform priors, thisiagon is the same as maxi-

mum likelihood. The maximum likelihood estimation is givas
=argmaxP(Rj ) : (3.2)

The likelihood function in the above equation can furthetda into the product of indi-
vidual ,j,.q parameters and the posteriétéu; j R; ) andP(g j R; ) . We will omit

in the future equations.

X X Y Y Y _
P(R)= P(ujR) P(gjR) P(rij ju,g): (3.3)
i j i j (N
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ESS | meaning

Mu[x] expected number of times that= x

Mgly] expected number of times thgt=y

Mijuglz; X; y] | expected number of times thaf, = z whenu; = x andg, = y

Table 3.3: Expected suf cient statistics for collaboratiata.

3.3.1 Expectation Maximization for Collaborative Data

In the case of collaborative data, we only observe ratingsnbver the latent user or item
properties. As a standard way of learning parameters fratmglig observed data, we use the
expectation maximization (EM) algorithin [Dempster et 487 7] to estimate the parameters.
In our problem, we will use loopy belief propagation as thfeiance method to be used in
the “E step”. We will discuss more about this in the next secttiTo estimate the parameters
u, g and g, the expected suf cient statistics (ESS) we need are listd@dble[3.B.
M, is a vector of componentd ,[x] of all latent user characteristic M [x] is the total
expected number of times in all users whose characterstic $imilar de nitions hold for

Mgly] andM juglz; X; y].

X
Mu[x] = P(ui = x]jR)
X |
Mgly] = | P(g =YiR)
X X _
MiiuglziX;y]l = P(r=z;u=x0=YyjR)

P

The overall learning algorithm is shown in AlgoritHth 1.
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Algorithrm 1  ( EM(R; EMiter; LBPiter )

Inputs: R: collaborative dataEMiter : EM iterationsLBP iter : LBP iterations
Outputs : learned parameters

/I Set initial parameters.
Forallu;, g andi;j s.t. j =1:
Set , = Dirichlet (1;1;:::)
Set 4 = Dirichlet (1;1;:::)
for z 2 f all possible ratingg do
Set ,juglr = z] Dirichlet (1;1;:::)
end for
for k = 1 to EMiter do
Il E step
[U;G]( rj,BP(R; ;LBPiter )
Mu[x]( P iui[X]
MolyI (' gV
/[ This depenlgs on the loopy assumption at;gj R) P(ujR)P(gjR)
MijuglziXi YT O iy, =2 UilXT g1y
Il M step P
Update [x] ( Mu[x]:P « My [K] for all x
Update g[y] ( Mgly]= Mg[lls] forally
Update rjug ( Mrjuglz;uidl=  Myjuglk; u;g]forall z;u; g
end for
Return = f ; ¢ rjug0
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3.3.2 Loopy Belief Propagation

The core algorithm in the expectation step is inference. A&drto compute the posterior
P(ui j R) andP (g j R) for all u; andg .

Exact inference algorithms are intractable here due to ¢imeptex structure. We choose
loopy belief propagation (LBP) [Murphy et al., 1999] hereperform the inference for sev-
eral reasons: rst, when LBP has converged, we can get postistribution for all users
and items together. Second, LBP is faster in comparison gathpling methods for our
problem. Detailed information on LBP and related factor ipalation algorithms is shown
in AppendixA.

We construct the cluster graph as following: keep the odagBayesian network struc-
ture, and turn the directed arcs into undirected, and them@h theR;; nodes intoJ;; G;
compound clusters. The initial potentials for theandG; clusters are all set tq, and g,
respectively. The potential fdd;; G; compound cluster is set ®(u;; g j rij) / P(rj j
P(ui; g)P(ui)P(g). Message passing follows the directions of either “conveytor “dis-

patching”. The detailed algorithm is shown in Algoritifin 2.

3.4 Experiments

We test our algorithm on some real world collaborative datad compare the prediction

accuracy and regression errors with other popular methods.

32



Algorithm 2 [U;G] ( LBP(R; ;LBPiter)
Inputs: R: collaborative data, : model parameterd,BPiter : maximum number of
iterations
Outputs U; G: the posterior oP (u; j R) andP (g, j R) for all u; andg,

/I Construct the cluster graph.
Forallu;, g andi;j s.t. j =1:
Setfactor , = y, =
Setfactor 4 = 4, 4 =1 =
Setfactor u.q = 2 rjugll = rijl u g WhereZ =~ o (juglr = 1] u g
// Belief propagation.
for k =1 toLBPiter do
For allu;, g andi;j s.t. j =1:
/I Converging direction.
Compute , = = 4
Compute ¢ = 4= g4
Update ,, = 4, ¢ = g
Update g = wuwig u g
Il Dispatchirla_fg direction.
Compute ; = p ¢ uig= u
Compute 4 ug=g p
Update ,

= g uigr g u Ui
Update , = 4
Update 4 = 4 ¢
end for

ReturnU = f , gforallu;,G = f 4 gforallg.
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3.4.1 Experiments Setup

To test the performance of our graphical model represemtatn collaborative data, we use
the real world data set BGG frointtp://BoardGameGeek.com/The BGG data contains
10538 users and 14333 board games. Ratings are sparse @8y oexist (0.45%). All the
ratings are integers from 0 to 10.

We use cross validation to test the prediction accuracy.cBbaborative ltering, it is
not a trivial problem to split the data for training and testi Unlike traditional tasks, for
collaborative lItering, predicting a missing rating for guoiser inevitably involves retrieving
other users' ratings as well as his or her own ratings. Sirsplitting entire data into training
and testing parts based on user and item IDs will not work fegring: we will have no
information to predict ratings for new items in the testimg. s

Instead, we use the testing structure as shown in Flgura&Zeed a subset of the data
for learning the parameters for the model. In our settingschoose a subset of usé€rsand
gamesG to hide from training i(e. we train on all the ratings except those frdvand toG).
For testing, we need further information from some of theedidatings. In Figur€32, we
learn from C. We then construct a new Bayesian network over the ratings with the
parameters learned. Note that the ratingéiare always hidden. After running LBP on the
newly constructed Bayesian network, we have the margirsatidution of all the users and
items. We then use these quantities along with the learpgg parameters learned fro@
to perform ltering tasks for the ratings iA.

We rst test with binary predictions. All ratings are conted to either O or 1, based on
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uscers

games

Figure 3.2: Learning and testing structure.

the average rating of each user. For each user, we computadhe of all his ratings, and
convert any rating above or equal to that value to 1, and sttee®. Prediction accuracy is

used to evaluate the performance.

Root Mean Square Error

We use root mean square error (RMSE) as the metric to evatuaerediction quality.

s P =} _
iij :ui:g; 2 Part\ I1_/,P(rij =kjRg; )( kK Ryj)?

iij :uj;g) 2ParA 1

RMSE = (3.4)

Experimental Data Sets

For part C, where we learn parameterdrom, we construct a subset of data wg@Ousers

and 500 games with highest rating densities. We randomly pick 5Gsuaad 50 items to
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form part B for the testing phase. Among which we further @néy pick 20 users and 20

items to form part C, the ratings of which are used for the aadss validation accuracy.

3.4.2 Results

Figure[3.B shows the prediction accuracy of part B and A togyeds a function of the number
of EM iterations. The accuracy tends to converge after ato@nation 12, so we do not show
the entire gure.

Figure[3:# shows the testing accuracy against linear remgmesesults and a constant
prediction base line. The results are averaged across Hpamdlent experiments with the
same settin

The constant predicting base line for each experiment istjupredict all 0 or all 1
whichever is more frequent in the data. The linear regressiethod is shown in detail in

the next section.

Linear Regression

We rst Il each missing ratingr; with average rating ofi;. This results in full rating

matrix. To predict the missing rating using linear regression, for each itegn let x, =

lwith different randomly chosen users and items in part B and C
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Figure 3.3: Binary prediction accuracy of B+A against EMat#éons.

from u;. We then use linear regression to nd

h i X
wi;h =arg mig WXy + b ry)?
W K
The predicted rating is then given by
f‘”' = Wer + ﬁ :
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Figure 3.4: Testing accuracy of Bayesian network, linegrassion, and constant prediction.
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Figure 3.5: RMSE of testing Part A against cardinalityb&ndG.

Cardinality of the Latent Vectors

For binary prediction tasks, it turns out that the cardilyadif u andg is not very important
in terms of the nal prediction results. Here we set both adrthto 2.

We use the parameters learned from part C at EM iteration Y@ randomly pick 20
user IDs and 20 game IDs within the covered part B region tmfpart A. We then predict
all the ratings for part A using the learned parameters ahdratatings given in part B. For
each of the experiments, we ran 10 independent experimadtgeport the average errors.
We set the cardinality of both andg from 2 to 10.

We then tested the RMSE as we change the cardinality ahdG from 2 to 10. Fig-
ure 3.5 shows the result. It is clear from the results thabag bs the cardinality df andG

exceeds 2, it does not affect much to the nal testing RMSE.
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3.5 Model Extension

It is often the case that additional information, such asdescription of the items, is avail-
able along with the ratings. The BGG data set comes with gaserigrtions for most of the
games. It will be helpful if we can make use of the informatioboost the Itering accuracy.
With the Bayesian network model, we can easily extend thidehtw incorporate additional

information. We make this idea concrete through the examfiext usage.

3.5.1 Model Setup

To incorporate text information into our Bayesian networkdeal, we use the standard “bag-
of-words” model [Lewis, 1998] from text retrieval.

We choose th&K most useful words to use in the modéN; W, :::; Wk . We will
discuss how to choose these words later. We then de ne braagom variablesy; for all
G;j andW, such thatvy, =1 iff W, appears in the description & . These are sub-units of
the Bayesian network shown as following in Figure 3.6. ThiremlBayesian network looks

like Figure 3.7.

0)]. All existing learning and inference algorithms still warka similar way. For example,
during loopy belief propagation, we need to additional pides messages between word
indicators and the game nodes. In comparison to the LBP rdealiszussed in previous

section, we just add an additional message passing proebeétween thev nodes and their
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Figure 3.6: Bayesian network with text nodes.

Figure 3.7: Bayesian network with text nodes.
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correspondingy nodes in the Bayesian network structure.

3.5.2 Word Selections

There are too many distinct words in the whole text corpugherBayesian network model.
In the BGG data, the number of different words is around 208@h after applying the Porter
stemming algorithm [Porter, 1980]. It is not only computatlly expensive to incorporate
all of them into the Bayesian network model, but may also teaaler- tting.

Neither the most frequent words nor the least frequent wardsepresentative enough
to be chosen as key words. We chose the words with the highgstafinformation (1)

[Shannon, 1948] with the game tyge

MI (w;g) = E[logP(w)] EflogP(g)]+ E[logP (wi;g)l:

The mutual information between two distributiddsandQ indicates how much we know
aboutQ once we observe a sample frdth Here in this problem, intuitively we want to
choose the words that give us maximal information about trees.

Once we have the belief propagation results without the texthave access to an initial
posterior distribution of the gaméd3(g j R). Because the word indicators are also given
as evidence, it is straightforward to compute the expectembpy betweerP (g j R) and
P (wg). Figure 3.8 shows the most frequent words (left) and words Wie largest mu-

tual information (right). It is clear that the words with higr mutual information are more
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meaningful for distinguishing game types.

3.5.3 Results

We ran the same binary prediction experiments as describdtkiprevious section, except
that now we added in the game description and extended thesiaynetwork model ac-
cordingly. The results are shown in Figure 3.9.

The result shows that with the text information incorpodaiteto the Bayesian network

model, we achieve higher prediction accuracy.
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Figure 3.8: Most frequent words in BGG (left) and words witghest mutual information

(right).



Figure 3.9: Binary prediction accuracy of Bayesian netwaridel with and without text
information, along with linear regression and constantmtgon results.
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Chapter 4

Visualization of Collaborative Data

The ltering problem, as discussed in Chapter 3, obviousgyp an important roll in ma-
nipulating collaborative data. Much of the prior work hagben the area of collaborative
Itering. However, no previous algorithms have approachieel problem of visualizing col-

laborative information. Here we initiate this problem andgmose an approach.

4.1 Problem Formulation

we will useu; to refer both to the-th user and to the corresponding point in the embedded

space for that user. We use the same notatio;fokVe de ne to indicate whether a user
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has rated an item.

j

8
% 1 if u; ratedg
2

~ 0 the rating ofu; of g is not available

Letr; be the rating oly; of g; if ; = 1. Here we normalize all the ratings to the range
[0; 1] (i.e. 1 is the highest rating, and O is the lowest). [Ret= fr; j ; = 1g9. We further
denoteG' = fg j j =1lgandU = fu;j ; =1g. G'isthe set of all the items tha

rated, andJ! is the set of all the users that ratgd

The visualization problemis to nd an embedding of all therisU andG in a Euclidean
space we call thembedded spaceThe embedding should be one in which the distance
between a user and an item is related to the corresponding rat

We construct a Bayesian network for the collaborative with same structure as we
used in Chapter 3: all the users, items and existing ratingsepresented as nodes in the
network, and each rating node has the corresponding useéteandodes as its parents in the
structure of the Bayesian network. The difference is thatflie task of visualization, each
user or item node corresponds to the embedded position gidimt, and hence is a real-
value multivariate random variable. Also, the conditiopadbability distribution, in analogy
to jug in the Itering tasks, is no longer just a simple table. It bawes a function mapping
the position of user and item nodes into the distributioraagét rating. We will give detailed

introduction to our framework and solution in the followitext.
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In the embedded space, we assume eaemndg are random variables drawn indepen-
dently from prior distribution$,(u;) andP4(g;). We introduce a rating functioh : <§ 7!
[0; 1], which maps the distance between two points (a user and iem) itethe embedded
space to a real value ¢@; 1]: the expected rating for the two poinfs(x) is a monotonically
non-increasing functiorf, (0) = 1, andf (1 ) = 0. Intuitively, two points with a smaller
mutual distance should have a higher expected rating. Atgbint, we will assume that the
rating functionf (x) is given. Later, we will show how this function can be learriezn
data. The actual rating; between two points; andg; in the embedded space is a random
variable drawn from a distributioB; (rj; j ui; g) with meanf (ku; g k).

Given all the ratingsR, as evidence and the rating functidn,our task is to put all the
user pointdJ and item pointss into the embedded space so that the likelihood of observed
ratingsR is maximized. That is, we want to nd th& and G points that maximize the

posterior:

[U;G]=arg rrLIJ%xP(U;Gj R) 4.2

v Y Y
= arg max Pe(ryj juisg)  Pu(u)  Pg(g):
IR i j

P(U; G; R) is a real-valued Bayesian network in which each user and viamable has
no parents and each rating variable has two parents (onewndeyne item). The ratings are
given as evidence and the task is to determine the most peojmatit assignment to the user

and item variables given the ratings.
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4.1.1 Gaussian Assumptions

We assume that all the distributions are from the GaussiaiiyfaTo be speci c,

Pu=N(0; )
Pg=N(0; o)

Pe(ri jui;g)= N(f(kui  gk); ):

HereN (; ) is a Gaussian distribution with meanand covariance matrix . Note that
while these distributions are all normal, the functfors non-linear and therefore the result-

ing joint distribution is not a Gaussian.

4.2 Parameter Estimation

It is intractable to compute the posterior in Equation 4.teclly. We use Markov chain

Monte Carlo sampling.

4.2.1 Metropolis-Hastings Algorithm

In particular, we use the Metropolis-Hastings (MH) algomit[Metropolis et al., 1953], which

was extended to graphical models [Jordan and Weiss, 2002¢n@ graphical model over

variablex;, there is an associated proposal distributiyn: the distribution of new samples
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for that variable.
Given a current assignment ¥, MH randomly picks a variablg; and tries to replace
its value with a new sampbe’ drawn from the proposdD, . LetY = X f x;g.

Thetransition gain ratiofor changing the samplbe to x?is de ned as

Quo(xi) (Y;%
Q(x; Yy = ! 7.
TE0 %) Qi (X)) (Y;x) (#:2)
The probability of accepting this new sampidis
Ax; x)=min LTx x)) (4.3)

Using the local independencies of the graph, this can bendposed into a set of local

probabilities, shown in the following text.

MH Algorithm for Embedding

In our visualization problem, is the posterior distribution o) and G given R (Equa-
tion 4.1). Initially, we sample froni, for everyu; and sample fronPy for everyg;. This
jointly form a single starting sample (a joint assignmenttandG) for our MCMC method.

We use a a special form of sampler for the proposal procediaeh time we only sample
a change for one existing node. The proposal distributi@gan set to Gaussian to ease the
computation.

We use proposal distributior@,, for the nodeu; andQg for the nodeg . We set the
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proposal distributions to be Gaussians with means at theque embedded position:

Qu; N (u;; O)

ng = N(gji 8) .

If we choose the node, to be sampled, we draw from Q,,, and then compute the ac-

Using the local independence properties, the transition gdio with respect to the rating

functionf is given by

Quo(ui) (U ;1)

Qui(uio) (U i )

Quio(ui)Pu(uio)gjzei Pr (ry j up; gj)gkgi 2,-2@ Pr (rj J Uk g)

Qui (UIPL(U) o6 Pr(ry JUSG) i jook Pr(g j UkiG)
Quo(ui) Py (u?) o Pr(ri judg)

- JYI i 4.4
Qui (U)Pu(Ui) = Pr(ry jui;g) (.4

j2Gi

TfQ(Ui up)

Similarly, the transition gain ratio for an item nodg,is

ngo(gj)Pg(gjo) : Pr (rij | Uiigjo)
~@ 97 o @PG) © Py Tuig) (43)

i2Ui

We repeat the above resampling phase until the process lad nihe stationary distri-

bution of this procedure is the true posteri®d{U; G j R).
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4.2.2 Simulated Annealing

Recall that we want tharg max;.c P(U; G j R). The Metropolis-Hastings algorithm will
give us joint samples df andG, drawn from that posterid? (U; G| R). To get the samples
that maximize the posterior, we modify the standard MH atbar along the lines of the
simulated annealing (SA) algorithm [Kirkpatrick et al.,83).

In particular, we modify Equation 4.2 to add an annealingderature, :

Qxio(xi) (Y;Xio)
Qx, (X)) (Y;x)

TOX xP) =

The transition gain ratios of equations 4.4 and 4.5 are then

" #
Quo(ui) Py(u?) ° Pr(rij j ug)

TfQ(ui Uio)z " j2Gi "
Qu (U Pu(ui) Q Pr(rij juisg)

j2Gi

ngo(gj) Pg(gjo) ° P (rjj jUiigjO)

i2U]

Qu () Polg) ° Pr(ry juig)

i2U]

T°(g o) =

The added temperature factorgrows gradually froml to 1 . Initially = 1, and this
method is the same as the standard Metropolis-Hastingsthigo As  grows, the simulated
annealing algorithm penalizes changes resulting in loelihoods; the algorithm tends to

only climb uphill in the posterior distribution.
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4.2.3 Learn the Rating Function

Until now, we have assumed that the rating functiowas known. However, we would like
this function to adapt to the collaborative data.

It would be straight-forward to seleét from a family (for example the exponential,
f(x) = e *). However, the actual rating function may have a very défgrshape. In-
stead we note that all collaborative datasets of which weaasare have a nite number of
values for the ratings. Many are binary (“like” or “do noté&® and others are based on a
ve- or ten-point scale. Continuous, real-valued ratings seldom used. We therefore fet
be a step function with discrete quantizations. A samplegta of such a rating function is
shown in Figure 4.1.

We discretizef into K quantizations. Let = f ; ji = 1;:::;Kg be the set oK
splitting points in sorted order, withk = 1 . Given the set of splitting points, the rating
function is':

f(x;)=1 e if i X<
From Equation 4.1 and our Gaussian assumptions, we have

Y 1 X
P(U;GjR)/ Pr(rij jui;g)/ exp( > (ri  f(ku  gk)?

i =1 =1

The proportionality is satis ed because during the estiorabf the rating function, we X

all the user and item points.

1Assume ¢ = 0.
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Figure 4.1: Discretization of rating function.
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To maximize the above posterior distributiBr{U; G j R) with respect td (represented

by ,the problem is not transformed to:

=argmin X E[(f(kui gk )  ri)?; (4.6)
i =1
where the expectation is with respect to the posterioridigtion overU andG. This for-
mulation is equivalent to maximizing the probability of tfatings; the squared error in the
above equation comes directly from the Gaussian assumgianding the distributioRs .

We use the expectation maximization (EM) algorithm [Derapst al., 1977] to learn the
rating function. We initially set= 9, a random starting point that meets our requirements
forf.

The E-step employs MH to sample from the expectations in &mud.6 using the rating
functionf K = f (; ) at thek-th iteration.

The M-step updatesk*! based on the generated sample con gurations of the embedded
space (which approximate the expectations of Equation 4lé)nhg all theu; andg; points,
the optimal rating function is updated according to Equatids. LetN be the number of
terms in the summation of Equation 4.6 (one for each ratinggéxh sample). The M-step
optimization can be done ef ciently (and exactly)@(NK ) time using dynamic program-
ming.

Before updating the rating function in the M-step, we renalize all the points in the

embedding space. Due to our assumptions fhaand Py are xed Gaussian distributions
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with zero mean and that we have the freedom to chdngkethe above procedure were run
without modi cation, all the points would collapse togettieward the origin. Consequently,
the learned rating function would have splitting pointshngtmaller and smaller values. We
X this by a simple normalization step that scales and trated the points to reset the mean
of all of the points to the origin and the variance of theirifioas to one. Note that this is

not a general “whitening” step in that we only multiply theipts by a scalar, not a matrix.

4.2.4 The Algorithm

To put everything together, the overall algorithm in our Eggeh is listed in Algorithm 3.
The parameters of this algorithm dge(the number of samples used for estimating the ex-
pectation) |, (the number of samples necessary for the MCMC process toecge); (the

amount by which to increase), and the variances of the Gaussian distributions.

4.3 Experiments and Results

We discuss our three datasets, our methodology for congrar@d then compare our algo-

rithm to three others.

4.3.1 Algorithm Initialization

Because we are learning the rating functigrthe absolute positions of the embedded points

will not affect our approach directly. Rather, the relagpasitions of the points matter. There-
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Algorithm 3 [U; G] ( Embed-GrapiR,D)

Inputs: R: rating matrix,D: embedding dimensionality
Outputs: U andG: embedded points

(1

Pu (N (0; u);Pg(N (0; o)
Samplefu;  Pugl,

Samplefg  Pygl,

Qu (N (u; 9):Qqy (N (g; 9)
Pe(rij jui;g) (N (f(kui  gk); +)

FCfG 9
repeat
Il E-Step:
S (;

fork=1tol,+ | do
Randomly pick a poink; from samples ijU; G]
if Xj is a user pointi; then
Sampleu? Q
ui (- ulwith probability As (u; u?)
else ifx; is an item poing; then

Sampleg’ Qq
g (g’ with probabilityA (g @)
end if

if k>1,then /I burn in forl, iterations
Add(U;G)toS /I Save last; iterations

end if
[U; G] ( normalize[U; G])

end for
( @+)

Il M-Step:
f(;) ( learned rating function using
until The current samplfJ; G] is stable
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fore, the overall scale of , and ¢ do not affect the result.

In particular, for all the three datasets, we sgt 4; § and J each to be the identity
matrix. We set , = 0:25for SAT, , = 0:1for MovieLens, and ;, = 0:05for BGG. These
values directly re ect the discretization of the rating Our informal tests show that
the algorithm is not sensitive to these particular numbedsvae have made no effort to tune
them.

For the rating functiori , we choose to set® directly using an M-step from the samples
drawn from their priors. For our experiments, we ket 2000, I, = 1000, and = 0:02for

all three datasets.

4.3.2 Experiment Datasets

We test our visualization algorithm on the following datésse

The SAT dataset contains SAT Il subject examination scavegl® questions chosen
from a study guide of historic questions and 296 users. SA3 dl standard exam taken by
high school seniors applying to colleges in the United Statdl the scores are eithé€ror
1 (indicating whether the student got the question correet)l there are no missing values.
The 40 questions are from the subjects French, Mathematisgry and Biology. The exam
was administered on-line over the course of one week.

The BGG dataset is the same as the one used in Chapter 3.

Finally, the MovieLens dataset contains ratings from ueara variety of movies. All the

ratings are integers frorhto 5. We picked400users and0 movies, maximizing the rating
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density. The rating matrix density #1:0% on this subset. This dataset is publicly available

from movielens.umn.edu

4.3.3 Implementation Issues

We compare our results with locally linear embedding (LL&{Il and Roweis, 2003], Eigen-
taste (ET) [Goldberg et al., 2001], and co-occurrence daaeelding (CODE)

[Globerson et al., 2005]. None of the algorithms is exactlitezl to our problem, so we
discuss our adaptations in this section.

If we consider the rating matrix as a set of points in the highehsional space, we can
use LLE to embed them into a lower dimensional space. The Ug&righm requires a full
rating matrixR. This is not available for the MovieLens and BGG datasets.ugéelinear
regression to Il the missing ratings. This method is dissesin Section 3.4.2 in the previous
chapter.

Both LLE and ET can embed either users or items into an Eumfidgace. Yet, neither
of them can embed both in the same space. We tried severaltwaydend them and to
make them comparable. One straight-forward way is to embdteuser points rst into
the space. Then for every item, nd all the users who gaveihighest rating, and place this
item at the mean of those users points.

For our results, we used an alternative method, which pexdr better than the one
above. LetR be the full rating matrix lled in using linear regression. aAintroduce a

correlation matrixC among alln items. The diagonaC; is set tol. Let R; be thei-th
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column ofR,

_ RR
Ci = kRik kRjk

We then letX = [C R>] and use LLE or ET to embeX into the target Euclidean space.
The rst n points correspond to the items and the kaspoints to the users.

ET only works if there is agauge sebf items which all users have rated. However,
in the MovieLens and BGG datasets, no such gauge set exisisg the above regression
technique to Il in a gauge set results in bad (and misleadnegults, so we omitted them
and have only included ET results for the SAT dataset.

The CODE algorithm requires co-occurrence statistics betwusers and items. The
relationship between co-occurrences and ratings is nat.dt€owever, it is natural to assume
rij is proportional to the probability of the co-occurrenceupfandg; . Intuitively, a higher
rating indicates it is more likely that the user and item ‘wccat the same time. We set
the empirical distribution ofu; g) to be proportional to the rating matrix (lled by linear
regression if there are missing ratings). We initialize tiggppings uniformly and randomly
from the se{ 0:5;0:5]° as the starting point for the optimization.

Our linear regression method for lling in missing valuessharoven reasonable on the
prediction task, but admittedly it is not the most sophattad algorithm possible. There-
fore, to distinguish embedding factors from data comptefaxtors, we also ran our MCMC
algorithm on the completed rating matrix from linear regies.

Both our method and CODE have variable running times (nurobEM iterations in our
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case, number of random restarts for CODE). For the resybisrted here, we gave each 30

seconds of CPU time on a 2.8 GHz processor.

4.3.4 Sample Results

The SAT data was selected because of our ability to extragt@uhd truth.” In particular,
we expect that when embedded, the questions from the sanecsubhould be grouped
together. Figure 4.2 shows the embedding for dimen&iaising the simulated annealing
approach (along with the three other approaches).

There are ten questions in each category. We can clearhhaeeur method clusters all
the French questions tightly together. The same happerikddviath questions. (There are
eight Math questions that overlap in a small area.) The attethods do not produce as tight
clusters.

The History and Biology questions do not cluster as well tik@rrdata analysis has shown
that there is very little predictability in the History anddBgy questions, so this result is
perhaps not surprising. The French and Math questions tetodiest a body of knowledge
that is often retained as a coherent block, where as the tiatw Biology questions on this
exam tended to test more isolated blocks of knowledge.

Figure 4.2 also shows that the user points and the item pioitezsnix more evenly with
our approach. This meets our expectation that for any usegam always nd things they
like or dislike (questions on which they perform well or pyor In the embedding results

of LLE, ET, and CODE, a large number of user points lie in paftthe graph outside the
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convex hull of the the question points. This makes it impcatto make recommendations

to those users based on the visualizations.

4.3.5 Evaluation Criteria

There are no prior standard metrics for evaluating the tyali the embedded graph. We
introduceKendall's tau[Kendall, 1955] as a suitable evaluation criterion. Kefislahu is
used to compute the correlation in ordering between twoesecesX andY . It is especially
useful for evaluating the correlation between two sequetitat may have many ties.

Given two sequences andY of the same length, apdirj );i 6 | is calledconcordant
if the ordering ofX; andX; is the same as the ordering ¥f andY;. By contrast, if the
relative ordering is different, this paff;j ) is calleddiscordant If X; = Xj orY; =Y,
then(i;j ) is neither concordant or discordant, and it is calleceaima xpair orextra ypair,
respectively.

Kendall's tau is de ned as

"C+D+E, C+D+E,

(4.7)

whereC is the number of all concordant pairs, aDdis the number of all discordant pairs.
Ex andE, are the numbers of extsapairs and extrg pairs.
It is easy to verify that is always between 1andl. =1 indicates the two sequences

have perfect positive correlation, and= 1 indicates perfect negative correlation.= 0
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indicates their orderings are independent.

To evaluate the quality of the graph in the embedded spacegath experiment we
randomly selected a set of usels,and itemsG, as testing users and items. All the ratings
between users i and items inG were held out for testing and were not used in generating
the embedding.

The embedding algorithms will produce the embedded poortshiose nodes iU and
G. In order to evaluate the embedding quality, we generates@guences and compute
Kendall's tau between them: sequerXecontains the actual ratings between all the pairs
u 2 U andg 2 Gsuchthat; = 1, and sequenc¥ contains the distances between the
correspondingl; andg; in the embedded graph.

A good embedding will place; far from g; if rj is small, and close if; is large.
Kendall's tau for the above two sequences exactly evallmedecorrelation. Denote to be
the Kendall's tau for the sequencésandY . Negative values of indicate good embeddings,
and we expect the values from embedding algorithms to belentan0 (that of a random

embedding).

4.3.6 Experimental Results

We ran our MCMC algorithm both with and without simulated aaling, along with LLE,
ET and CODE. We randomly selected one quarter of the usersaaduarter of the items
for testing U and G from above). We randomly selected other users and itemsrto &

training set U andG). All ratings between members & andU, G andU, andG andU are
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used for training. As stated previously, the ratings betweaembers oG andU are used for
testing. It is necessary to include the ratings betw@emdU (and likewise betwee® and
0) in order to connect the test users and items with the trgingers and items.

Because the existence of the test set, there are alwaysnissings in the rating matri-
ces used. We use linear regression to |l those ratings. \We &ln the MCMC algorithm on
the same lled data as LLE, ET and CODE used (MCMC-REG in trepys).

For each dataset size (number of items3)) we ran25 independent experiments and
recorded the means and standard deviations across theregpés for all algorithms. Every
algorithm was run on the same set of training and testing sets

For each of these datasets, Figure 4.3 shows the comparisaur onethods to LLE,
ET, CODE, and a random embedding, as a function of the sizeedtraining set. We also
computed an “ideal embedding” value for Because of ties, Kendall's tau cannot always
reach 1, so we calculate the lowest possible value famn the random dataset drawn. This
takes nothing into account except ties and highly optimistic and probably not obtainable
at such low dimensions. The optimal values for SAT, BGG, amviglLens datasets are
approximately 0:63, 0:87and 0:90respectively. We ran LLE algorithm with training
size starting aR2 for SAT and24 for MovieLens because of matrix inversion problems for
smaller training sizes.

Figure 4.4 shows another experiment with the same evaluatiteria. In this experi-
ment, we X the testing data as usual, and use all the remgidata for training. The plot

shows Kendall's tau as a function of the number of dimensadriie embedding space.
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4.3.7 Analysis of the Results

From the experiments above, we can see that when the ratitrixnsadenser, the embed-
ding algorithm achieve better results. Our sampling metioth (MCMC-SA) and without
(MCMC) simulated annealing, outperformed LLE, ET and CODEne of them were de-
signed with this type of data in mind, so we do not presentahesults to disparage those
methods, but there were no other methods available to teshstg Note that our MCMC
algorithm on linear regression lled data (MCMC-REG) hasgar performance to directly
applying our MCMC method on data with missing ratings. Thglies that it is not our
regression that is causing the poor results from the otlgarighms, but rather their mis t to
this problem. We would also note that our method also seemns stable (smaller variance)
than the other algorithms compared.

On the SAT dataset, which contains full density of ratings; @gorithms show strong
negative Kendall's which indicates good visualization results. In most cagss)g simu-
lated annealing helps improve the quality of embedding fzamd to “normal” MCMC). As
the training size grows, we have more information on thetimta between all the user and
item points, and that leads to better performance for albtijerithms.

The BGG and MovielLens datasets have many missing ratingthan@atings values are
more subjective and therefore noisier. Our algorithm isa®tompetitive with the “ideal”
value for Kendall's tau, but we feel that this ideal value iy optimistic in these settings.

Our algorithm does perform better than random embeddings, and CODE.
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Chapter 5

Embedding Images

In extension to the visualization of collaborative data, va® also view this problem as a
dimensionality reduction problem. The rating matrix candmg raw input data matrixX
and our framework discussed in the previous chapter can ée@ tasef ciently embed the
columns ofX into some low dimensional space. It is natural to think abmatges. They,
too, are high dimensional data. If we can come up with a resslerprocessing to transform
the images into collaborative data, we can also embed images

As is previously discussed in Chapter 1, image embeddingl@no is to place images
into a Euclidean space or other layout so that similar imdigeslose to each other in the
embedding. Most of the time there is additional informatout the images also available.
In the case of search engines, historic user click countbearsed for collaborative ltering.
The search engine can record the number of clicks by usersy alith their query words. For

personal image collections, time stamps are often usefudoelating similar photographs.
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We listed some dimensionality reduction algorithms in Geag. In general, they work
for image embedding tasks. However, they treat each dirmensdependently and do not
preserve the image structure. Thus, they produce the sasnét rethe pixels' locations
were permuted (the same way in each image). We would like pto&xour knowledge of
image structure to boost the embedding quality. There atedegeloped algorithms for
image feature extraction, in particular the scale invdrieature transform (SIFT) introduced
in [Lowe, 2003]. The SIFT features extracted from imaged wedserve the image's “key
points.” Our similarity metric is directly based on the Sif€atures.

In Section 5.1 we formulate the image embedding problem d&tigmand then in Sec-
tion 5.2 we give a detailed explanation of our solution. Awduhally, as we show in Sec-
tion 5.2.3, our method can be adapted to non-Euclidean spatearticular, we can embed
the images into a grid or table, suitable for visualizatidn.Section 5.3 we compare the

results of our algorithm with other competing ones with p@pimage data sets.

5.1 Image Embedding Problem

In previous Chapter 4, we proposed an algorithm that caralimicollaborative data. We
used a real-valued Bayesian network to model the embeddsiiiops of the users and items,
along with the ratings that relating them. In addition, wegmsed to use the nonparametric
statistic Kendall's [Kendall, 1955] as a criterion to evaluate the embeddindityua

In this chapter, we adopt the overall structure of the vigadibn of collaborative data.
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We do not have “users” that have rated the images, but we gn§ifer features in a sim-
ilar role (see Section 5.2). We also simplify the optimiaatmethod. Instead of trying to
maximize the posterior distribution of a complex graphicaddel, we propose to directly

minimize Kendall's .

Scale Invariant Feature Transforms

Scale Invariant Feature Transforms (SIFT) [Lowe, 2003h¢farm raw images into scale-
invariant local features. Many existing algorithms on suEed and unsupervised image
processing use the SIFT feature sets as their representationages, for example

[Se et al., 2001] and [Scovanner et al., 2007].

Each image can have a possibly different number of SIFT featwdepending on the
number of “points of interest” in the image. Each feature iseal-length vector describing
the local image patch at a location in the image. SIFT feathave their advantages in terms
of describing characteristics of an image. They are robustaling and in-plane rotation,
and relative easy to compute and manipulate. Similar imagiekave a signi cant number

of similar SIFT features, which makes it a suitable représtgon for image comparison.

Notation

Table 5.1 lists the notation we use in this chapter. Notewleatisel andK to denote both

images and clusters or their positions in the embeddingesibéitere is no ambiguity.
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I =flq;05::0 100 set ofn images

S =15;S5;,::1;8,9  setofl's SIFT features

K =1fK; Ky i Kng set of m feature clusters (explained
below)

N(S';)) number of features %' that belong
to KJ‘

ri= NG portion of features ir§' that belong
to Kj

d =kl Kjk Distance in the embedding between
I andKj

Table 5.1: Notation for image embedding problem.

5.2 Approach

Given a set of imagek, our task is to embed them intocadimensional space. Distances
in this embedded space should capture the image similakigywant to put similar images
near each other, and dissimilar ones far apart.

We rst extract the SIFT features for all the images, and tbkster all features from all
images together intm groups,K . We have found that the end results are fairly stable with
respect to the number of clusters and the clustering alyuaritWe usek-means to do this
clustering.

For any image;, we then counN (S';j ), the number of features @' that belong to the
clusterK;. If we divideN (S';j) by the size ofS', we have a distribution of “membership”

i — N(Shi)

to the clusteK; for imagel;. So we can consideg‘ = s as the fractional “vote” of;

for K;.
We view each SIFT cluster as representing a more generairéeaf an image. In this

way, it is similar to a user from collaborative Itering dat&ach image is an item arrqu
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represents how well SIFT clustér; “describes” imagd;. So, following Chapter 4, we
embed both the images (items) and SIFT clusters (users)irsdime space so that SIFT
clusters are near images that they like (have many examptae ¢eature) and are far away
from those they do not like (do not have the correspondind@ $¢fatures).

Consider the case where we already have a potential emlzgadintaining image points
and cluster points. Let the images have poittg in that space, and the SIFT feature clusters
have pointd K; g. For any particular imagk, we can compute its distance to all the cluster
points, which we denotel = kl;  K;k. From the SIFT feature clustering, we also have the
membership distributionji. Let ' be Kendall's between these two sequences for imgge
as computed through Equation 4.7.

Intuitively, the more features from clusti€; contained in the image.¢.the Iargerrji ) the
smaller the image's distance ko, should be in the embedding. So we would like a negative
correlation between the two sequences, or, equivalentiggative value of . The smaller

is, the better embedding results are. We propose directiymizing the average Kendall's

for all the images.

5.2.1 Problem Formulation

Denote the average Kendall'sof an embedding to be

- —Ew frigi,:-fdagm,) :
T(I’K)_ n (rjg]:l’ Jgjzl)- (51)

i=1
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The image embedding problem can now be formulated as

[l ;K ]:argrm(n T(;K): (5.2)

5.2.2 Simulated Annealing

Exact algorithms to minimize the functidnare not possible due to its combinatorial nature.
Instead, we use simulated annealing [Kirkpatrick et al33]9 Minimizing T is equivalent

to maximizing the energy function

f(;K)=exp( T(;K)): (5.3)

Simulated annealing is already discussed in Chapter 4. erbrie y explain how
we use this technique for this problem. We begin with a randonibedding o andK.
Samples from a multi-variate Gaussian distribution worl im practice. At each time step,
we randomly choose a point, either an image or a cluster,damn@le. For example, if the
point I; is picked, we then propose a new polfit For this, we also use a multi-variate
Gaussian proposal distribution centered at the old pasltio To calculate the change of
the functionT, it is not necessary to recompute the Kendall®r all images; it suf ces to

calculate the change for just imagd_etd} be the distance between the proposed new point
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[T and any cluster poir;, then

T(i! [)=

S|

(frigifdg)  (frigfdg) (5.4)

Hence we accept this new point with probability

A(li! B)=minfexp( T(;! [);1g9: (5.5)

The calculations are similar for moving a cluster pdigt Although all the Kendall's
values may change, we can still update thealues ef ciently. Recall from Equation 4.7,
for each imagé;, only d} changes, so the values@f(concordance) db (discordance) can
change by at modt. If we store the previou€ andD values along with the Kendall's for
all the images, we can perform this update ef ciently.

We keep iterating this resampling procedure until convecge Remember that our prob-
lem in Equation 5.2 is to nd therg min of the T function. As is standard in simulated
annealing, we add a temperature parametéo the system. is initially 1, and we let it
grow towardl .

We only need to change the Equation 5.5 to be

A(l; ! ) =minfexp( T(;! [);1g: (5.6)

After each resampling, we increaseby a small amount. Intuitively, as grows larger,
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Figure 5.1: One-dimensional embedding for #®esobject in the ALOI data set.

Figure 5.2: Euclidean embedding results for a subset of tt@lAlata set.

the system is more reluctant to accept resamples leadirayderlT values (worse embed-

dings).

5.2.3 Grid-based Image Embedding

The nal embedding of the images will inevitably involve mucoverlap if we plot the images
in their embedded space. If the embedding is simply for dsm@mreduction as an initial
step of machine learning, this is not a problem. Howeves & problem if visualization is
the desired goal.

Unlike many other dimension reduction algorithms, our feavork can be easily adapted

to a “grid-based” approach. We do this by setting the targabexdding space to be a grid,
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i.e. each image can be only placed into one of the embedding glisl c€he proposal
distribution for changing an image can be a uniform distiitou over all cells, or, more
ef ciently, a uniform distribution over the neighbors oféghmage’s current cell. If there is
already another image that takes the proposed grid postitiem the proposed move is to
swapthe two images; otherwise the proposal isrtovethe image position to the new cell.
Everything else in the above algorithm remains the same.|¥dgestrict the SIFT cluster
locations to the grid cells. However, we do not require thiefge at most one per cell. Rather,
the SIFT clusters may coexist on the same cell as we will nalig@aying them.
Grid-based image embedding is especially suitable for ppdi@ations that are targeted

at users instead of machines, for example organizing anglzng personal photo galleries.

5.3 Experiments and Results

We discuss the data sets we used, show sample embeddirtg,rasdicompare our algorithm

with other related ones.

5.3.1 Data Sets and Accuracy Metric

We tested the embedding algorithms on two real-world data 3&e Amsterdam Library of
Object Images (ALOI) [Geusebroek et al., 2005] containgyeseof a set of small objects. It
has images for 1000 objects, each has 72 images taken fréenedif viewing angles. This

data set is noise-free and is relatively easy for unsupetviimage embeddings. Caltech101
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[Fei-Fei et al., 2004] is another well-known data set cormgiri01l categories of (possibly
very different) images. It is a harder data set for image disnen reduction algorithms.

It is usually dif cult to numerically evaluate the embeddiresults. Fortunately we know
the ground-truth category for each image in both data setssed. We use thk-nearest

neighbors accuracy (KNNA) to evaluate the embedding:

P
4 -, Categoryl;)=Categoryl;
KNNA (1) = 12N gky(') 9ot)) ; (5.7)

whereN(1;) is the set of thé& nearest neighbors of imagein the embedding. The average
KNNA for the embedding is jJukNNA = M.

It is clear that kNNA is always between 0 and 1. Larger aveldgdA values indicate
better embedding quality. Intuitively, a good embeddingut place images from the same
category close to each other, and hence boost the kNNA viduab the images. Perfect em-
beddings will have NN accuradyfor smallk, while random embeddings will have accuracy
around the inverse of the number of categories.

Using kNNA, we compared our simulated annealing embedd8#g=) algorithm with
Isomap, LLE, and SDE. In addition to using the raw pixels gstrvectors for Isomap, LLE
and SDE, we also ran those embedding algorithms using thed$kibutions as the images'
vector representation. This gave the other embedding ihgos the same information as

our embedding algorithm and helps to distinguish the acgead of our algorithm from the

advantages of our representation. The results for theardélgns on SIFT features are shown
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Figure 5.3: Euclidean embedding results for a subset of #Hiee€h101 data set.

with the label “(SIFT)".

5.3.2 Sample SAE Embeddings

Figure 5.1 shows a sample embedding of shoe images from tkid data set, viewed from
different angles using SAE. We picked 12 evenly spaced imaygéhe derived embedding

from all of the 72 embedded shoe images. Itis clear that S&Eqves the pairwise similar-
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ity well in terms of the shoe's rotation.

Figure 5.2 shows a sample two-dimensional Euclidean embgddr the ALOI data
set. We randomly chose a subset of 6 objects (categoried), eith 36 different images.
Figure 5.3 shows similar results for the Caltech101 data Ber this case, we randomly
picked 6 categories, and 20 images for each of the categdlete that we also show in
the same embedding the positions of the SIFT clusters imesircThe cluster images are
generated directly from the gradient intensities specirethe vector. To be speci c, the28
dimensional vector contair&gradient values fol6 subwindows of the window of interest.
We have plotted these values in roughly corresponding iposiin a small image.

Figure 5.4 and Figure 5.5 show the results of using a gricéddb@snbedding on the same
data sets. These grid-based SAE embeddings provide ariesafly image grid. Unlike
the unconstrained Euclidean embeddings of Figure 5.2 agar&i5.3, there is no overlap
obscuring some of the images. Yet, the images categoriéslsster well into different

areas of the space.

5.3.3 KkNNA Results

For more quantitative results, we ran SAE, Isomap, LLE an& @hbedding algorithms on
10 randomly chosen objects from the ALOI data set, using 3@es for each object. We set
m = 50 cluster centers for grouping the SIFT features. We stoppe&AE algorithm when
the change im was belowl10 6. The embedding dimensidd was set t&2. The simula-

tion annealing temperature parametegrows with exponeni:001 We then calculated the
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Figure 5.4: Grid embedding for a subset of ALOI.
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Figure 5.5: Grid embedding for a subset of Caltech101.
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Figure 5.6: KNNA results for ALOI and Caltech101.

kNNA accuracy of the derived embedding for each value of timalmer of neighbor&. We
ran 10 independent experiments (each run randomly dreerdiit objects), and reported the
average KNNA values for all the algorithms. The results &g in Figure 5.6.

With the same settings, we ran similar experiments on thée€al01 data set with 10
randomly chosen categories, each with 30 images. The kNBldteeare shown in Figure 5.6.
The images in the Caltech101 data set are of differing sikbis was not a problem for our
algorithm (SAE), but the other algorithms require the immatgebe of the same size. For the
other algorithms, we rescaled all images to a canonicall®@@00 pixel size.

Our algorithm outperform all the listed competing dimemsility reduction algorithms
in terms of KNNA accuracy. Noticeably, although performedtbe same SIFT represented
data set as our method, the other algorithms still do noopereis well as ours in either data

sets.
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5.4 Additional Information Sources

Sometimes, there is additional image information avadalfor example, an image search
engine may have the records of user click counts of imagegaidous user queries. Better
embeddings can be expected if our algorithm can take intowatahis information.

Queries are composed of words, so if we treat words in a siminner as the SIFT-
feature clusters in the previous section, we can use thegponding click counts between
images and query words. We get similar “rating” statistios\Wword-image pairs. We can
employ similar embedding algorithm on this rating inforiatinstead of using feature-

image pairs.

5.4.1 Model Extensions

Our true goal is to use both word-image click counts and feaitmage pairs to improve the
embedding. In fact, we may have more than two sources ofrimdiion and more than three
types of objects. We thus extend the previous model to altmwnfore groups of entities
beyond the original images and clusters. We use the terrm{yato denote a (possibly
incomplete) source of information relating two groups ofealts. We allow these ratings
to have weights denoting the strength of our belief in thenmiation. More formally, we

introduce the following notation.
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| = f1(1);1(2);:::;1(n)g set ofn groups

(i) = fl1.(i);12@i);:::;1q0,(i)g all entities in group

(i;j) weight for the ratings betwedr(i) andl (j )
ra(i;y) rating between (i) andl y(j )
T (1) average Kendall's for I (i) andl (j)

We then de ne the global Kendall's as the weighted average of all possilies:

X
T()= )Ty (1)

j>i JR(0i )=1

Note that whem = 2, there are two groups of objects, and this is exactly the maoede
previously presented.
The task if to minimizeT (1) with respect to all the image positiohsSimilar simulated

annealing algorithms can be used to solve this problem.

5.4.2 Click Counts Incorporation

We also tested the value of our model extensions on the cliaklg(CG) data set. The
CG data set is collected from the image search engine of Mdtolt contains six groups
of images: books, mouse, panda, Saturn, shoes, and tefiimre are also click counts
available. The click counts record the number of times uselscted an image after they
issued any particular query to the search engine. We randonase72 images for each of

the image groups with80queries.

85



To incorporate the click counts, we make an additional ietetl group for words. For
any click counts between and imabeand a quenyQ,, we add the number of clicks to the
image-word count; wherew; is a word inQg.

Raw click counts are to some extent ill-formed for directgesaSome image-word pairs
may have click counts as large as hundreds, while most ofdhe pave small click counts.
We use a straight-forward normalization. For each imggeve simply normalize all the

. P : .
click countsc; to bec; = ¢; for all the words. This turns out to be effective and useful.

Random Walk Smoothing

In [Craswell and Szummer, 2007], the authors introduced arrithigo that uses a random
walk on a Markov chain to model the click counts. We followithreethod to smooth the
click information.

Let there ben images, andj query words. We form two stochastic matrices:andY
such thatX;; = l% andY; = P"LCJ Let the matrixA be an + qby n + qtransition

matrix over both entities (images and query words) such that

s ifi=j,
(I s)Xij n ifi nandj>n,

1 9)Y;i o ifi>n andj n,

8
Aij = %
-0 otherwise.
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Heres is the weight for the Markov chain state's self-transitigalpability. The smoothed
click information for any image; is computed using a backward random walk steps of
this chain,

e = Ale : (5.8)

wheree; is a vector of all zeros except for a one at theposition. The resulting; is vector

of sizen + @, and the last| component of this vector is the smoothed click information f
the imagéd; toward all theq query words. We can then use the smoothed click information
with the simulated annealing algorithm for the extended eho&or our results, we chose

t =300 ands =0:9.

Average Accuracy ink Nearest Neighbors

Given an embedding, for any image since we know the group of the image, we can simply
count the number of imagds from the same group in itk nearest neighbors. The em-
bedding accuracy for; is de ned as"?i. The average accuracy kfnearest neighbors (NN
accuracy) of the entire system is de nedﬁag " "? wheren is the total number of images.

Perfect embeddings will have NN accurakfor smallk, while random embeddings will

have accuracy around the inverse of the number of groups.

Spectral Clustering Accuracy

Another way of evaluating the embeddings is to derive clusgeresults from them. Let;

be the total number of image pairs that are from the same gootjglustered in different
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groups, and leg, be the number of image pairs that are from different groupgslustered

2(e1t+ e2)

together. The clustering accuracy is de nedls® TR

We use spectral clustering [Ng et al., 2001] as the basisfone this task. To be spe-
ci ¢, for any embedding, we run spectral clustering baselélyan the resulting embedded
locations. We tried different possible spectral clustgnqrarameters, and chose the average
results for that embedding. Graphs plotting the best ptespirformance for each run were

similar, but more noisy.

Results with Click Counts Information

We set the relative weight between the image-word relati@hthe image-cluster relation to
be 0:2, which means we still concentrate on minimizing the averafm the image-cluster
relationships. Nevertheless, we need to minimize the geer&or image-word relationships
as well, since it also contribute a certain weight to the gl@verage Kendall's value for
the entire system.

Figure 5.7 shows a sample embedding with images from thedgacategory and the
related search keywords.

We compare the NN accuracy and spectral clustering for thel&@ set: without click
information, with smoothed click information, and with smoothed click information. The
results are shown in Figure 5.8.

Our algorithm achieves higher accuracy results than anyhefather three competing

algorithms. We believe this is for two reasons.
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Figure 5.7: Sample embedding for panda images in CG.
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Figure 5.8: NN accuracy (left) and spectral clustering aacy (right) of the SA results with
and without the click information.

First, we exploit the nature of images (by using SIFT feaunestead of treating all of the
pixels as independent dimensions. When we supply the salRiefShture representation to
the other embedding algorithms, their performance inae&s the ALOI data set. However,
we still have better performance, so the use of SIFT featdoes not entirely explain the
results.

Second, our algorithm is designed to cluster images withlairproperties (as opposed
to nd parameters of continuous variation). We feel thishe tmore important difference.
Although our method works for continuous parameter vaviatisee Figure 5.1) and the
dimensionality reduction algorithms have some succedsigtaring images (see Figure 5.6),
our algorithm's strength is in embedding heterogeneous aieimages in which there may
not be any continuous path of images leading from one memitiealata set to another.
For example, there is no “axis of variation” that one can vargenerate a natural smooth
set of images from a butter y image to a cellphone image in@aTech101 data set. The

butter ies and cellphones occupy disconnected regionsefdpace of images of interest.
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For many applications on data sets like CalTech101, we tthiskstrength is particularly
important.

Finally, our method has the advantage of being able to gengral-based embeddings.
For some applications, like user interfaces, this is ciuoighe utility of the embedding.

It is clear that by incorporating additional click countdarmation with images, our

framework can make use of the information and somewhat libegsesting accuracy.
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Chapter 6

Conclusion

We proposed an approach using Bayesian network to perfoliabooative Itering. Empir-
ical results show that our ltering algorithm achieve corngde/e accuracy. Our framework
can be easily adapted to incorporate additional infornmatitner than the ratings (for exam-
ple game description in the BGG data).

We also formulated a new problem of visualizing collabamatiata. This is a potentially
very useful problem. Not only are on-line databases of ustngs growing, but personal
databases are also becoming more common. We expect thearalii@e visualization prob-
lem to be useful in organizing personal music or photogragdilections as well as on-line
shopping. We also extended our framework to the domain of@rembedding. We gave a
complete solution for automatic image embedding problem.

We have not addressed the computational issues nor thétgtabthe resulting embed-

ding in this work. Both are important problems for on-lingptleyment in changing databases.
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Because of the anytime nature of sampling methods and tleeodé@stroducing constraints,
we are hopeful that the solution presented here can be atiappeovide stable and adaptive
solutions.

In summary, we presented our solutions to the related pneblef collaborative Itering,
visualization, and image embedding. They share similanéw&ork of viewing the prob-
lems, but each with their own focuses. The methods preseméedutomatic, without many
parameters to tune up with different inputs. Also they angeoef cient in practice, which is

essential in some time sensitive application domains.
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Appendix A

Bayesian Networks

Bayesian networks are the most widely used graphical madetspresent factorized prob-
ability distribution over multiple random variables. Wermduce the basic components of a
Bayesian network in Section A.1, and then introduce the teppoblems associated with

Bayesian networks: inference (Section A.2) and learnirgg{isn A.3).

A.1 Introduction to Bayesian Networks

A Bayesian networlB is composed of its graphical structu@and its parameter set. G
is always a directed acyclic graph (DAG) over the set of \d@aX = fX; X5;:::; X,0.
The variableX; and all its parent®a(X;) in Gform the scope of family x,. A conditional

probability distribution (CPD)P (X; | Pa(X;)) is associated with family x,. The joint
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Table A.1: A simple Bayesian network.

distributionP (X ) de ned by the Bayesian network factors by each individuaitifs

¥
P(X1; X200 Xn) = P(XijPa(Xy)) ; (A.1)

i=1

where ifX; has no parentis, P(X; j Pa(X;)) P(Xj).

Consider a simple Bayesian network with three random vissah, B, andC in Ta-
ble A.1. The structure of the network and sample conditipnabability distributions (CPDs)
are shown in the table. The joint distribution can be thusoiad as
P(A;B;C)= P(A)P(B)P(Cj A;B). For example, the probability (A =0;B =1;C =

1)=P(A=0)P(B=1)P(C=1jA=0;B=1)=0:2 04 0:1=0:008
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A.1.1 Independence Assumptions

The structure of a Bayesian network encodes a set of conditindependence assumptions
for the random variables. Analyzing the independence ptigsecan help factorize the joint
distribution into much simpler marginal distributions, mhis the key bene t of using graph-
ical models.

Conditional independence assumptions can be determintabbyseparatiorproperties
of the graph. Two sets of nodés andY are conditionally independent given a third set of
nodesZ if they ared-separated in the graph structur@separation is further de ned with
active trails A trail p from nodeA to nodeB in the graph is a path from the undirected
version of the Bayesian network structure that connect®#odndB. The trail is active
givenZ if A andB are directly connected, or all tripldd VvV W alongp meet the

following relevant conditions:
fu! V! WthenVv 2Z
ifuU V! WthenV 2Z2Z
ifU!l vV W thenV orany descendant & isinZ

X is d-separated fronY givenZ if there exists no active trails from any nodeXnto any
node inY whenZ is given. d-separation can be computed in linear time using a depth- rs
algorithm [Geiger et al., 1990].

We next discuss two key problems for Bayesian networksrémige and learning.
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A.2 Inference for Bayesian Networks

Inference for Bayesian networks is the problem of nding tharginal probability of some
variablesy X given some evidenae P (Y | e). Evidence is the assignment of particular
values to a subset of the variablesXof

In general, the inference problem is NP-hard. The complexitthe problem is deter-
mined by the Bayesian network structure, and it is expoagimtithe tree width of the grapgh
[Dagum and Luby, 1993]. Nevertheless, in practice, exderé@mce algorithms such as vari-
able elimination and clique tree algorithms [Huang and Delne, 1996] are still very useful
and ef cient for smaller networks or Bayesian networks wstmple structures.

Approximate inference algorithms are used when exact enfeg is intractable or too
costly to use. Sampling algorithms such as importance saghphd Markov chain Monte
Carlo methods such as Metropolis Hastings [Gilks et al.6]188d Gibbs sampling
[Geman and Geman, 1984] are often used. Direct samplingadéshrst used in
[Henrion, 1988] for Bayesian networks. In [Fung and Char@9, likelihood weighting
is used to ensure that no sample is rejected. In [ShachtdPeoi] 1989] the authors rst
presented importance sampling for Bayesian networks.

Loopy belief propagation (LBP) [Murphy et al., 1999] is anet widely applicable ap-
proximate inference algorithm. In LBP, it rst constructusters of the Bayesian network
similar to the clique tree algorithm. One major differensdhat the resulting cluster graph

need not to be restricted to a tree structure, moreover,rdqghgcan be arbitary and can even

1UnlessP = NP.
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have loops. This relaxation on the cluster graph can leaduchrsimler clusters. The LBP
algorithm also use similar message passing schemes asdhbe tilee algorithm, with the
difference in that it may take more than two passes to makeritiee graph to converge. In
[Ihler et al., 2005], the details about LBP's convergenseiés and approximation errors are

discussed.

A.3 Learning of Bayesian Networks

Another key problem related with Bayesian networks is leaynMore speci cally, given a
collection of variable instantiations, the learning pehlis to nd the most suitable Bayesian
network structure and corresponding parameters that lpkdias the evidence.

It is often the case that the structure of the Bayesian nétvgoalready given. Only the
parameters (CPDs of all the families in the network) neenegion. For fully observed data
(data with instantiations of all the variables), maximukelihood estimation simply reduces
to counting the number of co-occurrences (calledgihecient statistic$ of X; andPa(X;),
and then setting the CPD parameters to be the corresponaipgieal ratios. For partially
observed data, the expectation maximization (EM) algorifPempster et al., 1977] is usu-
ally used to estimate parameters.

For the case when the structure of the Bayesian network aded to be learned, the
problem becomes very complicated. First, a score functioistrbe used to evaluate the

goodness of a given structure. Second, since there are-eypenential number of possible
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structures, some structural search algorithms should h@oy®d to search over the possi-
ble structures. In [Friedman, 1998], structural expeotathaximization (SEM) is proposed
to learn both structure and parameters of a Bayesian netwbhén where is missing data.
[Pernkopf and O'Leary, 2003] presents a oating search apph for learning the network
structure. In [Larraaga et al., 1996], the authors give gmi@gch for structural learning using

genetic algorithms.

A.3.1 Suf cient Statistics

Suf cient statistics (SS) are one of the most important @pts in parameter estimation. SS
are derived directly from observed data, and are suf ciernggtimate the model parameters
without the need to refer to the data again.

For example, to estimate the probability of a head whenngsaiparticular coin, the SS
are the number of times that the coin landed head, and totabauof times it has been
tossed. Once we have these numbers, they are suf cientitoastthe required parameters.

When it comes to a problem with partially observed data, veerarlonger able to com-
pute the suf cient statistics directly. Instead, we congthie expected suf cient statistics
(ESS) of the partially observed data: the expectation uadearticular distribution of SS

among all possible data completions.
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A.3.2 Expectation Maximization

The expectation maximization (EM) algorithm works by rejeeldy iterating the following

two phases:

E step: using current estimation of the modek, compute the expected suf cient

statistics (ESS),
M step: update the parameter estimation t&** by using the ESS derived.

By iteratively repeating the EM steps, the likelihood of tteta given the current model
parameters is guaranteed to be non-decreasing. EachatecdtEM will result in a better
model until convergence [Neal and Hinton, 1999]. Althoulgé EM algorithm does not nec-
essarily fall into global maximum of likelihood, in pracgicit is quite stable. We usually start

the EM procedure with some randomly chosen initial pararsete

A.3.3 Parameter Estimation for Bayesian networks

For Bayesian networks, the suf cient statistics (SS) nedde estimating its parameters are

described as following. In the case of complete data, we Bawaples (instantiations) of

parameter x jpa(x;), the SS needed M [X; = x; Pa(X;) = u]: total number of times that

X isx and its parent takes the valugsn the entire data. The estimation of the parameter is

A . oM[X;=xPa(Xi)=u]
xipap) (X )= B yMIXi=y;PaXi)=u]

(A.2)
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For data with missing values, EM algorithm is used. In thiseceve can no longer de-
rive the SS directly. In the expectation step, we use thesatiBayesian network parame-
ters and use inference algorithm to derive the expectedcerit statistics (ESSW [X; =
x;Pa(X;) = u]. This step can be costly. In the maximization step, the upgatile is the

same as in Equation A.2.
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