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ABSTRACT OF THE DISSERTATION

Learning Ranking Functions for Video Search on the Web

by

Antony M. Lam

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2010

Dr. Christian R. Shelton, Chairperson

Videos on the Internet have become widespread. However search engines are still mostly

limited to using associated text data to find desired content. In this dissertation, we build

ranking functions that can directly analyze image and video content and assign a ranking to

a database with respect to user queries.

A common approach to building ranking functions is to use a machine learning algorithm

to perform a priori training of class concepts and use the trained classifier as the ranking func-

tion. However, a priori training of class concepts for retrieval is daunting since users queries

can be very diverse. In addition, a priori training cannot capture the subjective component

of user queries. For example, if a user were searching for videos of “nice basketball shots,”

there would be no way to know what the user considers “nice.” Relevance feedback (RF) is an

interactive search framework that captures user subjectivity and supports on-the-fly learning

vi



of target classes.

However, RF is limited in its need for large amounts of user feedback when the data being

searched are complex (e.g. Internet content). Transfer learning (TL) is a machine learning

formulation where existing knowledge about a related “source” classification task can be used

to improve the generalization performance of a “target” task (where training data is scarce).

In this thesis we explore the combination of RF and TL and present a framework which can

learn more from the user with less feedback. We show extensive experiments with real-world

data taken from the Internet and show improved performance over past RF frameworks.

Although our RF and TL framework is effective for a wide range of queries, we acknowl-

edge that there are some highly specific but common queries users could make which would

benefit from more dedicated design of a ranking function. For example, finding particular

people using face recognition would be an important type of query on the Internet. The prob-

lem in this case is well defined and objective. While the problem is specific, it is important

enough to warrant the dedicated design of a ranking function. Thus we complete our studies

in this thesis through the exploration of a robust face recognition based ranking function and

show strong results in a challenging face identity retrieval task.
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Chapter 1

Introduction

Video databases have become abundant thanks to the Internet. However, current methods

for searching such databases are limited as the predominant algorithms rely on analyzing

associated text data rather than the visual content itself. Direct analysis of visual content by

computers would be desirable for achieving the best search results but computer vision is still

an active field of research. In addition, Internet content exhibits a high degree of variabil-

ity in terms of lighting, camera movement, and image quality. Thus appropriate functions

for analyzing data for specific and general content need to be developed. This dissertation

explores different approaches to searching video content on the web using machine learning

and computer vision techniques.

When considering visual content on the Internet, users could make queries that span an

large number of concepts. Thus building specific classifiers for all possible queries would

be a daunting task. Furthermore, even if a very extensive amount of a priori learning were

1



available, it would still not cover the full range of queries users could make. This is because

users can have subjective views about what they would consider relevant for any given search

session. Thus pretraining classifiers would not be able to capture user subjectivity. We call

such queries, “user-specific queries.”

The majority of this dissertation addresses the problem of searching based on user-specific

queries and we make use of the relevance feedback (RF) framework from information re-

trieval [Rocchio, 1971] to solve this problem. The basic idea behind RF is to first have a

system retrieve items from a database based on an initial query and then solicit user feedback

on the relevance of the returned items. (The feedback provides examples of relevant and

irrelevant data.) This feedback is then used to improve the quality of returned results and the

feedback process may be repeated until satisfaction.

The advantage of using RF is that the system can learn class concepts on the fly. In

addition, if a user’s target class is subjective, RF provides a framework where the user’s

subjective views can be learned. For example, if the user were interested in finding videos

of “slightly obese cats,” it would not be clear what the user considers to be “slightly obese”

without interactively asking the user for clarification. Thus RF is useful when it is either

prohibitively expensive or impossible to pretrain a wide range of target class concepts.

However in applying RF to video search, a number of issues arise. First, what kinds of

feedback should a system solicit in order to quickly learn what a user has in mind? Second

how can the machine capture a user-specific notion from just a few examples?

We approach the first issue by considering standard feedback solicitation methods from
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Active Learning [Settles, 2010]. In particular we provide extensive experimental results com-

paring standard feedback strategies such as getting feedback on top ranked items, random

items and the most ambiguous items in terms of relevance, as is done by Tong and Chang

[2001].

For the second issue, we make use of transfer learning (TL) [Pan and Yang, 2009]. In

TL one typically makes use of source data from a task where there is plentiful data and

uses this source data to better learn a related target task where data is scarce. In our case,

the user feedback is the scarce data of the target task. The source task data (which would

only account for a small fraction of possible user queries) could be obtained from human

labor through services such as Amazon’s Mechanical Turk or just from the loosely labeled

tags already available on popular video sharing websites. Specifically, we develop a simple

method for training Support Vector Machines (SVMs) [Burges, 1998] when provided with

source data from a related task.

We also address the issue of automatically determining how related tasks are by providing

an experimental comparison of different methods for measuring relatedness. These include

using the score clustering and score accuracy methods (to be described later), and cross

validation methods. We also compare the mentioned methods against work in the literature

to be described in the next chapter. Through these experiments, we show the benefits of

combining RF and TL for accommodating a large variety of queries.

However, despite the benefits of our proposed framework for accommodating a large

number of queries, we acknowledge the need for dedicated functions that analyze very spe-

3



cific but common concepts. For example, a large portion of Internet videos contain people. So

being able to identify people is a very important feature of any search engine. Thus this thesis

also explores the specific but common problem of identifying people through face recogni-

tion. Face recognition in the context of the web is especially challenging as imagery is taken

under uncontrolled settings and there are many sources of variation that can be introduced

into the appearance of any given face. One of the most important and challenging problems

is recognizing people across out-of-plane rotations of the head (different poses). Specifi-

cally we build a collection of SVM classifiers trained on the joint appearances of facial parts

from different poses and show that when linearly combined, these classifiers provide strong

recognition between even frontal and profile views of the face. Comparisons against other

approaches in the literature are made.

Overall this dissertation investigates different effective means for Internet search of visual

content which are generally not currently used in industry. We give extra attention to the

issue of how a computer can actively learn from and interact with human users to improve

the search experience in a realistic scenario. As will be seen later, we demonstrate strong

performance through experiments on a large YouTube dataset of nearly 3,600 videos with

footage lasting 127.5 hours in total.
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Chapter 2

Related Work in Content Based Retrieval

of Images and Video

The problems of Content Based Image Retrieval (CBIR) and Content Based Video Retrieval

(CBVR) are related and since much of the early work was in CBIR, we will introduce basic

concepts through a discussion of CBIR.

2.1 Basic Concepts of Content Based Image Retrieval

The increasing availability of image data from various domains ranging from specific ap-

plications, such as searching medical image databases, to more general classes, such as the

Internet, has made CBIR an important problem. [Datta et al., 2008]. When one builds a CBIR

system, the first thing to consider is what the users would want to use the system for. A CBIR

survey [Datta et al., 2008] notes that there are three dimensions of usage when it comes to
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CBIR. The first is data scope (e.g. personal image collection, domain-specific, Web), the

second is query modality (e.g. keywords, free-text, query image), and the third is user intent

(browser, surfer, and searcher).

In our case, we are interested in searching the Internet and so our data scope is in one

of the largest and most varied domains for search. In searching the Internet, common search

engines such as Google regularly use crawlers to keep databases updated as the Internet is

highly dynamic. While important, work on effective caching of the state of the Internet is

beyond the scope of this dissertation. Instead we focus on the more fundamental problem of

high variation in Internet media and assume the database to be searched is static (the media

does not change).

For query modality, Datta et al. [2008] indicates that, depending on the application, users

could search by keyword, free-text, image, graphics, or a composite. Search by keyword is

the method most users today are familiar with. However the drawback of this approach is its

reliance on text metadata (which may be absent or may insufficiently describe the media’s

content). Search by free-text is where a system would use natural language processing (NLP)

to understand the user’s request. This would require both NLP and Computer Vision to be

mature enough for effective use (when metadata is either not available or not rich enough).

For query by image, the user would submit an image representative of the kinds of images

to be retrieved by the system. This method has the advantage that no text metadata needs to

be available for search to be possible. The disadvantage is that it has to be clear what about

the image makes it a relevant example. Graphic queries consist of hand-drawn examples or
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computer-generated imagery to be submitted to a search engine. Some examples of systems

using graphic queries mentioned by Datta et al. [2008] include sketch based retrieval of color

images Chalechale et al. [2005] and querying using 3D models Assfalg et al. [2002]. There

are advantages and disadvantages to any of the modalities of query and a study on different

querying methods could be a subject of its own. Thus we restrict our study to querying by

example since this is a common approach used in current research.

For user intent, Datta et al. [2008] introduces three types of users. The browser is a

user with no end-goal. This type of user tends to jump from one query topic to the next

during a search session. Thus queries would be incoherent in this case. The surfer starts

a search session somewhat exploratory in the beginning and queries become more coherent

over time. The searcher has a very clear idea of his target query from the beginning of the

search session and tends to have short search sessions. In this dissertation, we focus on the

case of a searcher.

Another concept of interest is the question of how search results should be presented

to the user. Datta et al. [2008] show some categories and examples of ways different sys-

tems present results to the user. The most common is the relevance-ordered method used by

Google. This is where results are sorted based on some numeric value indicating relevance.

Another is the time-ordered method where images are shown in chronological order. This is

useful for personal collections of images. Clustering is another means of presentation. For

example, Zhang et al. [2009] use a face clustering algorithm to create clusters of same iden-

tity faces along with a visualization scheme. In addition, the interface also allows the user to
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easily reassign cluster membership. The hierarchical approach shows results in the form of a

tree with relationships between different database items. The work of Zhang et al. [2010] is

able to discover social relation trees from photo albums. Of course, a composite of the men-

tioned presentation schemes could also be used. The composite method is used especially for

personal collections Datta et al. [2008]. Since our emphasis is on Internet search, we adopt

the Relevance-Ordered method.

The concepts discussed here are general enough that they also apply to CBVR. As noted

earlier, in terms of data scope, we are interested in searching Internet content. While videos

may not have been as prevalent on the Internet in the past, the popularity of video sharing

websites has lead to an abundance of videos. For query modality, since videos are made up of

a sequence of images, many of the methods for query could be applied to video search. There

could be more room for innovation in query modality CBVR since videos contain more data

than images but in our case, we adopt the most general of query methods–query by example

(which is applicable to any kind of information retrieval). Similarly, the concepts of user

intent also apply to any kind of retrieval system for the Internet. A major difference between

CVBR and CBIR with respect to the concepts mentioned in this section is how retrieval

results should be presented to the user. One approach would be to display retrieval results like

the popular video sharing website, YouTube. On YouTube, video search results consist of a

single still frame for each of the retrieved videos to give users an idea of what has be retrieved.

Of course, this method of display has the drawback that it cannot adequately summarize all

video content since only one video frame is shown. Other proposed methods of that could be
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used for video summary to humans include Rapid Serial Visualization Presentation (RSVP)

[Spence, 2002] where video frames could be presented to the user rapidly but in a pattern

where humans would typically be able to get a good idea of what is in the video. Another

proposed method for presentation is to use Manual Paging with Variable Page Size (MPVP)

[Hauptmann et al., 2006], where video shots are displayed to users in in nxm grid and users

can quickly label each shot on its relevance. Another simple approach we propose is to

simply show the user more thumbnail frames than YouTube does for each retrieved video

and if that is insufficient, allow the user to seek their own frames from the video in question.

In this work, our focus is on the learning component of our retrieval framework. Thus we

will assume that the user uses our proposed mode of presentation and is able to fully judge

the relevance of videos.

2.2 Feature Extraction and Learning for Content Based Im-

age and Video Retrieval

In CBIR, there are two basic issues called the sensory and semantic gaps [Smeulders et al.,

2000]. The sensory gap is the gap between the state of an object in the real-world and what

can be represented in the recording of the scene. The semantic gap is the gap between what

information can be extracted from the visual data and how the user would interpret the data

in any given situation.

Methods for addressing the sensory gap in the literature focus on extracting invariant
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characteristics from images. For example, early work used color histograms for image in-

dexing Swain and Ballard [1991]. Other work made use of feature extraction [Flickner et al.,

1995], color constancy [Finalyson, 1996], Gabor Filters for local shape extraction [Manju-

nath and Ma, 1996], and viewpoint and occlusion invariant local features [Schmid and Mohr,

1997], to name a few. Some more recent work in invariant feature extraction include the

popular Scale-Invariant Feature Transform (SIFT) [Lowe, 2004], Speeded-Up Robust Fea-

tures (SURF) [Bay et al., 2008], and Space-Time Interest Points (STIP) for video [Laptev,

2005]. These local feature extraction algorithms are similar in that they all involve first find-

ing “interesting regions” in images or video. These interesting regions are typically based

on regions where high amounts of change can be detected such as corners. After detecting

the interest points, descriptors are built on those regions which summarize the gradients in

the region (flow are also computed in the case of STIP since motion is present in video).

In contrast to local descriptors, Oliva and Torralba [2001] present and example of a global

descriptor where the authors capture the “gist” of a scene by developing models to capture

the naturalness, openness, roughness, expansion, and ruggedness in images.

Of course, once features are extracted, the next question is how we should compare fea-

tures for retrieval purposes. The answer to this question depends on what the user’s needs are

and so this question addresses the semantic gap. A straightforward approach to comparing

features if they are fixed length vectors such as histograms or the gist descriptor Oliva and

Torralba [2001] is to use Euclidean distance (or other well known metric) to match images to

known relevant examples. For retrieval of similar images, this is sufficient. For more difficult
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retrieval tasks involving higher-level semantics, learning frameworks can be used. These in-

clude probabilistic frameworks [Vasconcelos and Lippman, 2000, Jin and Hauptmann, 2002]

or the use of supervised learning techniques [Tong and Chang, 2001, Zhang et al., 2002, Tieu

and Viola, 2004]. As the goal of closing the semantic gap is to interpret the given data as

a user would in any given situation, involving user interaction in the learning process is a

promising direction of research as this would allow the system to ask the user what he deems

relevant in the given situation. As noted by Datta et al. [2008], relevance feedback (RF) is a

major advance in user interaction technology for image retrieval.

Note that in addition to feature extraction techniques, other work in have made use

of methods such as shot segmentation and key frame extraction for CBVR [Geetha and

Narayanan, 2008]. A survey on spatial-temporal information for CBVR [Ren et al., 2008]

also points out work involving tracking of object trajectories, structure from motion (inferring

the 3D structure of an object from its motion), and sequence-to-sequence matching. An ex-

ample of sequence-to-sequence matching, is the work of Adjeroh et al. [1999] where videos

were converted into strings which could be compared via an edit distance. Recent work

in view videos as strings of actions can be found in Kitani et al. [2008a] and Kitani et al.

[2008b], where the probability of a video string can be determined using a stochastic context

free grammar to model activities. While all these approaches have their advantages and dis-

advantages, application of most of these approaches to our data scope of the Internet remains

challenging. Thus we restrict our attention to use interest point feature extraction techniques

since they have been found to be most robust on highly varied data such as Internet content.
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2.3 Relevance Feedback Search of Images

The application of RF to image retrieval provides a number of advantages. In image retrieval,

a given image can have more subjective meanings than with text documents. This make

traditional learning of class concepts (which are learned independent of the user) undesirable

since the subjective component of the user is not captured [Zhou and Huang, 2003]. RF

provides a framework for systems to interactively refine queries and learn a user’s subjective

notions of relevance for any given search session.

RF has been around since at least the 1970s [Rocchio, 1971]. However it was not until

the late 1990s [Rui et al., 1998] that its application to image retrieval was introduced in the

literature. In that work, user feedback (in the form of graded ratings on relevance for retrieved

items) is used to adjust weights in a weighted feature similarity measure for retrieval. While

results were effective, it was found that in practice, the amount of feedback from users would

be small. For example, if a user is providing relevance labels for a set of images, one should

not expect the user to provide a large number of labels. Thus much of the later work focused

on how to effectively learn from only a small amount of data. For example, Wu et al. [2000]

proposed a discriminant-EM algorithm that uses unlabeled data from the database for feature

selection. Other work made note that positive examples from user feedback would often

be more consistently located in feature space and proposed a one-class SVM framework for

learning relevant regions in feature space [Chen et al., 2002]. Meanwhile other work viewed

RF as an active learning (AL) process [Settles, 2010] and used strategies for deciding which
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examples to ask the user for feedback on that would maximize learning [Tong and Chang,

2001, Goh et al., 2004, He et al., 2004]. While the different approaches to RF for CBIR

can be effective, we adopt the AL approach as our base method in RF because it is the only

approach that actively seeks to learn more from the user during search sessions.

2.4 Relevance Feedback Search of Video

In early work such as that of Liu et al. [1999], the authors use various factors computed from

videos such as whether the corresponding shots of two videos appear in the same temporal

order and the discrepancy in speed between corresponding shots. These factors are then

combined in a weighted score where the weights could be set by the user.

Chen et al. [2008] present a system that first uses shot detection to segment out clips in

videos and average color and motion histograms over all frames in a given clip are computed.

A weighted similarity score for the color and motion features is then used to evaluate a given

video clip. Relevance feedback from the user based on the top ranked videos is then used to

adaptively tune the weights between the color and motion scores.

Hauptmann et al. [2006] employ five different types of retrieval components are consid-

ered: text, color, texture, edge-based retrieval, and person-x retrieval. These retrieval com-

ponents are then used in a weighted combination to describe other concepts. (In their work,

they assume all query concepts can be expressed as a mixture of their retrieval components.)

In addition, they pretrain the weighted combinations for 14 semantic concepts such as “cars.”
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Text queries are then used to start the search process. (Thus text metadata is assumed to be

present.) For different queries, they can then determine which weightings would be most

effective. On adding RF, these weights could be estimated to be similar to the most pertinent

concepts. For example, if the user wanted to find “cars on a road”, the pretrained weightings

for the semantic concepts of cars and roads could be used to estimate a weighting effective

for retrieval of both concepts. A drawback of this approach is that they assume the weighted

combination of their features can capture all concepts. Another drawback is that their method

of adapting weights to incorporate multiple semantic concepts relies on text annotations in

data being searched.

Luan et al. [2008] present a method that adaptively chooses an appropriate feedback

strategy to use in each round of feedback. These strategies utilize different features and

scoring methods. Their method requires expert users that have a good understanding of the

system to first perform various searches on a database while manually choosing the best

strategy for any given feedback iteration. The usage statistics of the expert users are then

used to train the adaptive strategy recommendation system.

These systems showed good ranking performance in their results. However, some can

be quite complex given all the different components involved. For example, Hauptmann

et al. [2006] used speech recognition to extract text as a feature from their videos. The

adaptive strategy recommendation of Luan et al. [2008] required expert human users to train

the system. If one were to apply these systems on larger scale problems, tuning the many

parameters involved could be a daunting task. We therefore address the problem of search
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using the basic approach of Tong and Chang [2001] where standard support vector machines

(SVMs) [Burges, 1998] in an active learning framework were found to be effective for image

retrieval.

2.5 Conclusion

As noted earlier, CBIR and CBVR share many of the same basic problems. The main differ-

ence between the two is that videos contain more information which can either help improve

retrieval or make the learning problem more complex when there is limited training data. In

this dissertation, we aim to improve upon the work of Tong and Chang [2001] which was

found to be effective for CBIR and apply our improved framework to the retrieval of the

more information rich videos.
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Chapter 3

Experiments in Relevance Feedback

In this chapter, we conduct a series of experiments on our dataset of YouTube videos. These

experiments test the effectiveness of different feature representations and also the general

trends in different feedback solicitation methods.

3.1 Relevance Feedback Search Framework

We begin by describing the goals and details of the RF system we employ in the experiments

to follow. The basic goal of our system is to be able to take in a handful of relevant (and

irrelevant) examples of videos from a user and then use these examples to find other relevant

videos from an unlabeled database (where metadata is assumed to be unavailable). If the

retrieval results are not satisfactory to the user, he may elect to provide more feedback to

the system so that retrieval results may be improved. This process of user feedback may be

repeated until the user is satisfied with the retrieval results. The basic flow of the system is
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Figure 3.1: Flowchart of system. Set Dt is initially empty before execution. After the first
execution of block Ba, set Dt should consist only of the initial videos.

as follows:

(Please refer to Figure 3.1 for an illustration of the process.)

1. User submits a few initial query examples of relevant (and irrelevant) examples.

2. Dt is initialized to the be the set of query examples from the user. (Block Ba.)

3. A classifier f (e.g. SVM) is trained based on the initial examples. (Block Bb.)

4. The classifier f is used to rank the database. (Block Bc.)

5. The top N ranked items from the database are then shown to the user.

6. If user is not satisfied with results, solicit feedback. Otherwise terminate. (Block Bd.)

7. Add user feedback to set Dt (block Ba) and continue from step 4 (block Bb).
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In our implementation, we use the SVM Kernel Machines Toolbox [Canu et al., 2005] to

train an SVM classifier that is used as our ranking function. Specifically, the trained SVM

f(x) is used to score a video on relevance according to score(xi) = w · xi + b where w is

the normal to the SVM hyperplane, xi is a video from the database (represented as a vector),

and b is the bias term. Videos with higher scores are considered more relevant.

As for the feedback solicitation method, there are three that we investigate. The first one

is for the system to solicit feedback on what it finds the most ambiguously relevant. This is

equivalent to the approach taken by SVMActive [Tong and Chang, 2001] and was found to be

highly effective for RF search in image retrieval. We call it uncertainty sampling. Another

approach is to have the user give feedback on the top N retrieved items from the database.

If the user labels a top ranked item as irrelevant, the system could potentially learn a lot.

However, if a top ranked item is labeled as relevant, it may only serve to confirm what the

classifier already knows. The last approach we consider is to solicit feedback from the user on

random examples from the database. This approach has the advantage that feedback would

be diversified (it would not be biased toward any particular examples).

3.2 Features Used

The next question is, how do we train SVMs on the videos? Learning from the videos requires

converting videos into fixed-length vectors which commonly involves computing features.

In our experiments, we investigate the use of Space-Time Interest Points (STIP) [Laptev
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et al., 2008] and gist descriptors [Oliva and Torralba, 2001] for extracting information from

videos. Our decision to test these two feature types is because they are complementary.

STIP features are able to capture events at local points in space and time but do not capture

global characteristics of the scene. Gist descriptors on the other hand do not capture local

characteristics but can succinctly summarize the global characteristics of a scene.

We note that there are other feature types in the literature that could also be used. How-

ever, our goal in this work is in how RF search can be improved and not on how to get

the absolute best ranking performance. Thus we only restricted our use of features to STIP

and gist. Other work in the literature on image and video analysis such as [Hu et al., 2009,

Liu et al., 2009a, Ryoo and Aggarwal, 2009] are complementary to our work and could be

integrated into our framework.

STIP features are descriptors representing histograms of oriented spatial gradients (HoG)

and/or histograms of optical flow (HoF) for “interesting” local regions in space and time. As

described by Laptev [2005], this is done by considering where in a video large variations

occur along both the spatial and temporal directions.

Of course, with the STIP features extracted, there are many ways to use these features

in a learning system. Similar to Laptev et al. [2008], we extract STIP features from our

videos and the build histograms of the STIP features based on a visual codebook. As fixed

length vectors, these histograms can then be used in standard machine learning algorithms.

In our experiments, we extracted1 STIP features that used both HoG and HoF. We then con-

1Using the code from http://www.irisa.fr/vista/Equipe/People/Laptev/download/stip-1.0-winlinux.zip.
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sidered the confidence ratings provided by the STIP extraction algorithm and removed all

STIP features below 90th percentile in confidence relative to other features from the same

video. So only the most confidently rated STIP features were used in all subsequent parts

of our system. We found that using this simple filtering out of features effectively removed

most features that were detected only due to camera shake. We then sampled 768,373 STIP

features from a subset of the videos evenly representing each of the target categories in our

database and used K-means to find 1,000 centers. These 1,000 centers were then used as our

codebook for building histograms of STIP features. When building STIP histograms from

each video, we treated the entire video as a single space-time volume and counted the fre-

quencies of different feature types. Thus each video is represented as a 1,000 dimensional

vector of frequency counts.

In addition to STIP features, we also investigated the use of gist descriptors [Oliva and

Torralba, 2001]. The gist descriptor is a low dimensional representation of scenery that the

authors call the Spatial Envelope. The gist descriptor encodes perceptual information about

the naturalness, openness, roughness, expansion, and ruggedness of a given scene in a still

image. Although gist descriptors only describe scenes in still images, we decided to test its

effectiveness for our task because many videos from the same categories share the same types

of scenery. In order to use gist descriptors in videos, we extracted still frames 10%, 50%,

and 90% into each of the videos. These still frames were each resized to 128x128 pixels and

a single gist descriptor was built2 for each still frame. As a result, each video has three gist

2http://people.csail.mit.edu/torralba/code/spatialenvelope/gist.zip
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descriptors associated with it, and the three gist descriptors are concatenated together into a

single vector (of size 2,880). The effectiveness of STIP and gist either used independently or

combined will be investigated in the experiments.

3.3 YouTube Dataset

Before presenting the experimental results, we will first describe the dataset used in our

results. A portion of our dataset consists of the videos from the YouTube Action Dataset

(YTA Dataset) [Liu et al., 2009a]. The YTA Dataset consists of about 1,600 videos3 from

11 categories of actions/activities: basketball shooting, biking, diving, golf swinging, horse

riding, soccer juggling, swinging, tennis swinging, trampoline jumping, volleyball spiking,

and dog walking.

While the YTA Dataset is challenging, we felt that the number of classes available were

insufficient for our experiments. Thus we also added in our own collection of videos (down-

loaded from YouTube) to the YTA Dataset. In total, we added 1,983 videos with 12 cat-

egories. These categories are 100 meter dash, basketball, breast stroke, F1 racing, fighter

plane, golf, grilling steak, hibachi, mixed martial arts, motorcycle Grand Prix, making sushi,

and being at Yellowstone National Park. The difference between the basketball and golf

activities we added in and those of the YTA Dataset is that the added videos are of sports

in general (e.g. college basketball footage). The basketball and golf videos from the YTA

3Note that only 1,596 videos were used in our experiments because one was too short and we could not
extract STIP features from it for the experiments.
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Dataset are of single actions from the sports. In our experiments, we consider our general

basketball and golf videos to be distinct from the basketball and golf videos in the YTA

Dataset. (That is we assume that a user searching for one would not be interested in the

other.) In all, our combined dataset consists of 3,579 videos with 23 classes and video run

times ranging from 1 second to 24 minutes4. The average frame rate of the videos is 28.7

frames/sec. Our proposed dataset is ideal for testing an interactive system which could be

used in a real application. This is because it uses actual videos downloaded from YouTube

which results in the videos exhibiting a large amount of intraclass variation. In addition, we

also included similar categories of videos such as “general basketball” vs. just “basketball

shooting” to test the subjective distinctions that could be made by people. Sample frames

and counts of videos per class can be seen in Figures 3.2 and 3.3.

4A humorous coincidence is that the longest video was of golf. Although other videos such as a jet fighter
video also ran for close to 24 minutes.
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Basketball Shooting (138) Biking (145) Diving (156)

Golf Swing (142) Horse Riding (197) Soccer Juggling (156)

Swing(137) Tennis Swing (167) Trampoline Jumping (119)

Volleyball Spiking (116) Dog Walking (123)

Figure 3.2: Sample frame grabs from the YouTube Action Dataset. (Number of videos per
class are shown in parenthesizes.)
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100 Meter Dash (222) Basketball (219) Breast Stroke (375)

F1 Racing (115) Fighter Plane (207) Golf (184)

Grilling Steak (99) Hibachi (101) Mixed Martial Arts (113)

Motorcycle Grand Prix (100) Making Sushi (102) Yellowstone (146)

Figure 3.3: Sample frame grabs from our collection of YouTube Videos. (Number of videos
per class are shown in parenthesizes. These videos are added to the YouTube Action Dataset
for a combined dataset used in our experiments.)
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Figure 3.4: Flowchart of experimental setup where k = 10. The blocks labeled “Test Query
for Class...” are equivalent to Figure 3.1. This flowchart illustrates one experiment and we
repeat such an experiments for 10 choices of 13 class databases, different feature types, and
different feedback solicitation methods.

3.4 Experimental Setup

In each experiment, we chose to either use STIP features, gist descriptors, or a combination

of the two feature types (by concatenating STIP and gist vectors together). In a later chapter,

we show experiments where a subset of the dataset is considered to be source data and the

other subset, the videos to be searched. To make the results in this chapter comparable

with later results using transfer learning, we conducted our retrieval tests on several subsets

of the database. Specifically, we randomly select 13 of the 23 categories and refer to that

subset as a database. We constructed a total of 10 such databases (each consisting of 13

categories). (Please see Table 3.1 for a list of the test databases used.) For each database,

we performed 10 test search sessions for each category (using a simulated user that would

label video relevance based on ground truth labels). For each test search session, the user
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would submit initial five random relevant and five random irrelevant examples to the system.

We would then run the search session for three iterations of user feedback where the system

would select 10 examples based on one of the three feedback solicitation strategies in Section

3.1. For each of the rankings shown to the user, we measured the ranking performance and

compared the results using different features and feedback solicitation strategies.

To measure ranking performance, we used average precision (AP) defined as

AveragePrecision =
1

num

N∑
r=1

(P (r)× rel(r)) (3.1)

whereN = 50 in our experiments, num is the number of relevant items in the entire database,

P (r) is the precision at rank r, and rel(r) is the indicator function for whether the rth item

in the ranking is relevant. In this metric, higher values are better. Note that since the least

number of relevant examples in any category for our database is 99, we should not expect AP

values higher than 0.51 in any test. This is because we only consider the ranking quality of

the top 50 items. If all the top 50 items were relevant, the AP would be 50/99 which is less

than 0.51. (Please refer to Figure 3.4 for an illustration of the experimental setup.)

In order to compare AP between different experiments, we could compute the mean of

the APs from each experiment and compare them. However, the types of video categories

we query for have a high level of variation in terms of difficulty. Thus the AP values would

have high variance and comparisons using means and standard deviations in AP would be

problematic. Also, our goal in this work is to determine how to get the best improvement
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in AP and not how to get the best absolute AP, so it also makes more sense to observe

how much improvement can be observed between competing approaches for each test query

individually. In other words, if one were to submit the same initial query to two competing

algorithms searching the same database, which one would perform better and by how much?

To observe trends in performance differences, we decided to compute the percent change in

AP between corresponding runs of the same queries across different algorithms (e.g. choices

of feature type, solicitation method). For example, to compute the percent change from test1

to test2, we would compute (APtest2 − APtest1)/APtest1 where APtest1 is the AP for test1

and likewise for test2. After computing the percent changes, to get a good idea of how

these percentage changes are distributed over multiple test queries we use a quartile plot.

The quartile plot shows the 25th, 50th, and 75th percentile changes in AP performance and

gives a good idea of whether the performance change is generally skewed towards positive or

negative values. For example, if we were computing percent changes in AP from algorithm1

to algorithm2 and the 25th percentile mark in the quartile results were at 10%, this would

mean that in 75% of test queries, algorithm2 had at least 10% improvement over algorithm1.

Please note that in our quartile plots, the first iteration only consists of the initial query

videos submitted by the user. Solicited user feedback is not incorporated until the second

iteration. In our tests of different algorithms, we compare algorithms using quartile plots

over feedback iterations. (Note in cases where AP = 0, we changed these values to 0.001 so

a meaningful measure of percent change could be computed. Setting 0 to 0.001 is reasonable

since there is a negliable difference observed between rankings with AP of 0 or 0.001.)
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DB1 DB2 DB3 DB4 DB5
100m Dash B. Shooting Basketball 100m Dash 100m Dash
Basketball Biking Dog Walking B. Shooting Breast Stroke

Breast Stroke Dog Walking Golf Dog Walking Diving
Diving Fighter Plane Golf Swing F1 Racing Dog Walking

Dog Walking Golf Grilling Steak Fighter Plane Fighter Plane
Golf Golf Swing Hibachi Hibachi Grilling Steak

Golf Swing Grilling Steak Making Sushi Horse Riding Horse Riding
Hibachi Motorcycle Martial Arts Martial Arts Making Sushi

Making Sushi Soccer Juggling Soccer Juggling Soccer Juggling Martial Arts
Motorcycle Tennis Swing Tennis Swing Swing Motorcycle

Swing Trampoline Trampoline Tennis Swing Soccer Juggling
Volleyball Volleyball Volleyball Trampoline Tennis Swing

Yellowstone Yellowstone Yellowstone Volleyball Volleyball
DB6 DB7 DB8 DB9 DB10

100m Dash 100m Dash 100m Dash 100m Dash Basketball
Basketball Basketball Basketball Basketball B. Shooting

B. Shooting B. Shooting B. Shooting B. Shooting Dog Walking
Biking Biking Diving Biking Golf

Breast Stroke Fighter Plane Dog Walking Breast Stroke Golf Swing
Diving Golf Swing Golf Swing Diving Grilling Steak

F1 Racing Grilling Steak Grilling Steak Fighter Plane Hibachi
Grilling Steak Hibachi Horse Riding Horse Riding Horse Riding
Horse Riding Swing Martial Arts Making Sushi Making Sushi
Making Sushi Tennis Swing Soccer Juggling Motorcycle Motorcycle
Martial Arts Trampoline Tennis Swing Tennis Swing Swing
Trampoline Volleyball Trampoline Trampoline Tennis Swing
Volleyball Yellowstone Volleyball Volleyball Volleyball

Table 3.1: Different 13 Category Databases Tested On (Each column corresponds to a
database and the rows lists the categories present in each database. “Basketball Shooting”
was abbreviated to B. Shooting due to space constraints.)

3.5 Experiments in Choice of Feature Extraction

In this section, we explore which features are most effective for RF search of YouTube

Videos. For our experiments, we tested using only STIP features, only gist descriptors, and

a combination of both. As noted earlier, STIP and gist were combined for each video by

concatenating its histogram of STIP features with its three gist descriptors (taken from three
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still frames). As the STIP histograms and gist descriptors have very different ranges of nu-

merical values, performing normalization of the values is helpful in combining them. This

normalization was done by computing the standard deviation sd for each dimension d of the

vectors (based on all database items) and dividing each dimension d by sd. So in addition

to testing each feature independently and combined, we also tested how the system would

perform if they were normalized. For the choice of the user feedback solicitation method, we

chose to fix it to uncertainty sampling here. This is because uncertainty sampling (same as

SVMActive) has been established in the literature as effective for RF search. After establishing

which features are most effective, experiments in user feedback solicitation methods will be

shown for the best choice of feature types.

In our experiments we first tested the effectiveness of STIP features versus gist descrip-

tors (without normalization) and found that gist descriptors were more effective than STIP

features for RF search. The quartile plot of this test can be found in Figure 3.5(a). It can be

seen from the 50th percentile line, that out of half of all test queries, use of gist resulted in at

least a 225% improvement in AP over all user feedback iterations. The 75th percentile indi-

cates even greater improvements. The most degradation in AP seen from the 25th percentile

line is that the first feedback iteration’s 25th percentile percent change had a 50% loss in AP.

The large percent improvements are likely observed because many of the video categories

are well correlelated with certain settings. For example, tennis swings usually take place

on tennis courts. The gist descriptor was specifically built to describe many known charac-

teristics of scenery so it is not surprising that without much training, gist is able to classify
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the scenery observed in videos reasonably well. STIP features on the other hand only try to

capture “interesting” local events in space-time but does not have higher level characteristics

built into it.

Despite gist outperforming STIP, it still might be beneficial to combine them. This is

because gist only looks at static frames and does not capture any temporal information. As

described earlier, we combined gist and STIP by concatenating their descriptors together.

However it can be seen in Figure 3.5(b) that using gist alone was still better. Despite the poor

performance of combining STIP and gist, this still does not disprove the benefits combin-

ing them. As mentioned earlier, the STIP histograms and gist descriptors are very different

ranges of numerical values. Thus normalization of the values could be beneficial to combin-

ing them. In Figure 3.6(a), we see that overall the combination of STIP and gist with normal-

ization outperforms gist alone. Although the 25th percentile line indicates some degradation

in performance when STIP is added, the 75th percentile line indicates a much greater level

of improvement. For completeness, we also tested the normalized combination of STIP and

gist against normalized gist. Results can be seen in Figure 3.6(b). It can be seen that even

after normalizing gist, the normalized STIP and gist combination is better. Figures 3.6(c) and

3.6(d) show the results of comparing the normalized STIP and gist combination to STIP and

normalized STIP. It is clear that STIP alone performs worse in both cases. Thus the normal-

ized combination of STIP and gist has been shown experimentally to be the best combination

of features for ranking performance.
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Figure 3.5: Quartile Plots of Percent Improvements using gist

Figure 3.6: Quartile Plots of Percent Improvements using STIP+gist
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3.6 Experiments in Choice of User Feedback Solicitation

Method

The previous section performed experiments in different choices of features under the as-

sumption that uncertainty sampling of user feedback solicitation was the best one. While

Tong and Chang [2001] showed uncertainty sampling to be highly effective, we conduct a

series of tests to verify this. In this section, we compare three user feedback solicitation

methods we call the “top ranked,” “uncertainty sampling,” and “random” methods. The top

ranked method is where the system takes user feedback on the top k videos. Uncertainty

sampling solicits feedback on the k videos nearest the SVM hyperplane (the most ambigu-

ously relevant). The random method simply randomly selects k videos from the database. In

all tests, we now fix the type of features used to the normalized STIP and gist combination

and set k = 10. Figure 3.7 shows the results in comparing uncertainty sampling and the top

ranked method. It can be seen from both graphs that for most feedback iterations, the two

methods are comparable. It is not until the last feedback iteration that an advantage can be

seen in using uncertainty sampling over the top ranked method. In looking at Figure 3.8,

we can seen that although there might be a small advantage in using the random method

over uncertainty sampling for the second feedback iteration (where user feedback is first in-

corporated into learning), there is a clear advantage in favor of uncertainty sampling for all

subsequent feedback iterations. Comparing the top ranked and random method we can see

from Figure 3.9, that the random method has a slight advantage initially while the advantage
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Figure 3.7: Quartile Plot of Percent Improvement between Uncertainty Sampling and Top
Ranked

Feedback Iteration 1 2 3 4
Uncertainty Sampling 0.06 ± 0.06 0.09 ± 0.07 0.12 ± 0.08 0.15 ± 0.09

Top Ranked 0.06 ± 0.06 0.09 ± 0.07 0.11 ± 0.07 0.13 ± 0.08
Random 0.06 ± 0.06 0.09 ± 0.07 0.10 ± 0.07 0.12 ± 0.07

Table 3.2: Mean AP over Iterations for Different User Feedback Solicitation Methods

is gradually skewed in favor of the top ranked method in later feedback iterations.

These results indicate little difference between the different feedback solicitation methods

in earlier feedback iterations and small differences are only seen in later iterations. Indeed,

Table 3.2 also suggests the same trends observed in the quartile plots. We attribute the sim-

ilarity in performance to the complexity of the classification tasks. If a classification task is

too difficult, it may be that the amount of feedback for sufficient learning was too small. So

regardless of the solicitation method used, overall there would be little difference in perfor-

mance. Thus as more iterations go by, with more training data, we see some differences in

the solicitation methods.
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Figure 3.8: Quartile Plot of Percent Improvement between Uncertainty Sampling and Ran-
dom

Figure 3.9: Quartile Plot of Percent Improvement between Top Ranked and Random

3.7 Conclusion

In this chapter, we explored different feature extraction and representations for RF search.

We also investigated the use of different feedback solicitation methods and found only a

slight improvement in using uncertainty sampling over the top ranked and random methods.

We attribute this to the complexity of the classification tasks and the scarcity of training data

from user feedback. There are some possible solutions to the data scarcity problem. One is

to somehow increase the amount of training labels obtainable from the user. This could be

done by simply requiring the user to label more videos but this would require too much labor
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on the user’s part. Another solution is to use clustering [Liu et al., 2008] to diversify the user

obtained labels and hope to gain more information as a result. While clustering can help with

RF by reducing the amount of redundant data learned from an iteration of user feedback, if

a classification task is too complex, learning can still be limited. What is lacking in most RF

systems presented in the literature is knowledge about the world. Thus we propose the use of

transfer learning (TL) to take preexisting auxiliary knowledge about different classification

tasks and use this information to improve learning generalization on just a handful of labels

from the user. We begin the next chapter with an overview of TL.
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Chapter 4

Related Work in Transfer Learning for

Relevance Feedback

4.1 Transfer Learning

Transfer learning (TL) Pan and Yang [2009] is a machine learning formulation where knowl-

edge learned from one or more classification tasks is transfered over to a target task where the

target task training data is scarce. If the abundant training data of source task(s) are related

to the target task, it can be used to bias the classifier for the target task so that generalization

performance can be improved.

As an example, consider the related classes “volleyball” and “basketball” (see Fig. 4.1).

Say we are interested in classifying whether videos are of basketball but the amount of train-

ing data available is very limited. If the amount of training data for the task of classifying
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Figure 4.1: Example of similarity between two different classes. If training data for “vol-
leyball” were abundant while training data for “basketball” were scarce, the knowledge on
classifying volleyball could be used to supplement the basketball training process.

“volleyball” versus “not volleyball” were abundant, the knowledge from the volleyball clas-

sification task could be used to supplement the training of the basketball task in order to

improve generalized accuracy on classifying basketball videos. Since volleyball and basket-

ball are similar in that they share some characteristics, there should be a way to utilize the

extensive knowledge of volleyball to help learn more about basketball. However simply in-

cluding volleyball data in the training process would result in a classifier for volleyball and

not basketball. (Since there would be much more data for volleyball.) The solution is to

limit the amount of bias introduced by the source data to prevent overfitting to the source

data. Thus with the right balance between bias and variance, the benefits of knowledge from

the source data can be utilized to better learn the target task. (There are many standard ap-

proaches to limiting source data bias and we detail the approach adopted in this work in

Chapter 5.)
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Provided system designers built a set of source task datasets for a variety of classes (this

set of classes would only account for a small fraction of possible queries users could make),

we could use the source data within a TL framework and combine it with RF to reduce the

amount of needed user feedback. However one of the key issues in combining RF and TL

is determining which source task(s) are related to the target query. This is one of the main

contributions of our work and is also a less explored problem in TL [Pan and Yang, 2009].

4.2 Basics of Concepts in Transfer Learning

Before discussing related work in TL, we introduce a few TL concepts to provide context.

In TL, there can be different relationships between the source and target tasks. Let task S

be the source task and Ds be the source training set and task T be the target task and Dt

be the target task’s training set (where |Ds| >> |Dt|). Then TL can be subclassed into the

following scenarios of interest:

1. S and T have different distributions over their data but the source and target classes

could be the same (e.g. “running”). This is called the Cross-Domain problem in some

work. As an example, if the training data Ds had been collected with camera A and Dt

had been collected with camera B, simply combining Ds with Dt to improve classifi-

cation accuracy on videos taken with camera B may not work well. (The cameras may

have been positioned differently or have other differing characteristics.) The goal is to

adapt the knowledge from Ds to augment the knowledge from Dt.
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2. S and T classify different but related classes. For example, S could be “volleyball”

and T could be “basketball” (see Fig. 4.1). Since task S is related to task T , it should

be possible to use the knowledge learned from Ds to improve generalization on Dt.

This is the problem we focus on in this work and we call it the Cross-Class problem

to distinguish it from past Cross-Domain work where the source and target classes are

the same.

There are more relationships between source and target tasks in TL described by Pan and

Yang but the above mentioned ones are the most pertinent to our discussion.

4.3 Transfer Learning in the Presence of Multiple Source

Tasks

There has been much work in the literature on TL in numerous domains [Pan and Yang,

2009]. However, in order to utilize TL learning in RF search, there is a basic characteristic

a TL algorithm would need to have. The TL algorithm would need to be able to transfer

knowledge in the presence of multiple source tasks. For TL to be of any use in RF, we need

to have a set of source tasks from a variety of categories in order to be able to improve on a

large variety of user queries. We survey a few algorithms which were designed to work with

multiple source data.

Quattoni et al. [2008, 2009], proposed finding jointly sparse solutions for a set of related

image classification tasks. The idea is that if a set of tasks are related then they probably share
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many of the same prototypes. The hope is that these shared prototypes would allow for better

generalization. However, since this algorithm is a multitask learner (all training data are use

to learn the tasks jointly), performing knowledge transfer between the set of source tasks and

the query in question could be computationally expensive. This is especially problematic in

an RF scenario where we expect a large variety of source tasks and to possibly use TL for

multiple rounds of user feedback.

Yang et al. [2007] and Yang and Hauptmann [2008], propose the Adaptive-SVM for

regularizing a target SVM hyperplane to be similar to a related source hyperplane while still

being able to fit the scarce target training data. The particular problem they focus on is the

case when the source and target tasks both classify for the same class but the distribution of

the examples is different between the source and target. This is illustrated by their detection

of concepts such as “anchor” or “weather” between news programs on different TV stations.

The editing style and camera work of different TV stations could cause the data for the same

classes to be distributed differently. To find the relevant source tasks, they determine which

source classifiers have the best estimated performance on the target class. While their work

focuses on the shift of distribution between the same class, some of their ideas (with a bit of

adaptation) could still be applied to our Cross-Class problem so we explore this later in the

dissertation.

Yao and Doretto [2010] extended the Transfer Adaboost (TrAdaBoost) [Dai et al., 2007]

algorithm to learn from multiple source datasets where some of the source tasks can be un-

related to the target. They first introduce their MultiSourceTrAdaBoost algorithm which is
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essentially TrAdaBoost extended to choose the best source task with respect to the weighted

error of the target data at each round. When the number of source tasks is one, MultiSource-

TrAdaBoost reduces to TrAdaBoost. The second algorithm they introduce is TaskTrAd-

aBoost. TaskTrAdaBoost simply involves pretraining all the source tasks independently us-

ing standard AdaBoost and then using the boosting framework to build a weighted linear

combination of source classifiers that would classifier the target data well. There is no actual

training of classifiers for the target data in this case. This work has the advantage that it was

designed to adaptively select good source tasks to transfer from so unrelated tasks can be

included in the set of source tasks. A drawback of MultiSourceTrAdaBoost is that a large

amount of training involving all the source data has to be done at each iteration. TaskTrAd-

aBoost would be much more efficient as no training is actually done when learning to classify

for a target task. This also has the advantage of not overfitting the small amount of target data

but suffers from performance losses compared to MultiSourceTrAdaBoost when more target

data is available. As the speed of MultiSourceTrAdaBoost would make it too inefficient for

real-time RF, we will focus our attention on how TaskTrAdaBoost would perform in our RF

work.
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4.4 Combining Transfer Learning and Relevance Feedback

Search

The current literature on transferring from source tasks to a target task for RF is focused on

the Cross-Domain problem. Specifically for the case where one wishes to learn a classifier

for the same class but the source task’s abundant training data’s distribution does not match

the target task’s distribution. Thus this is a special case of transfer learning. We briefly

discuss a few examples of such work.

Setz and Snoek [2009], present a study on how social tagged images could aid video

search. They use the photo sharing website Flickr to download 87K tagged images, extract

Weibull and Gabor features, and use Linear Discriminant Analysis to learn classifiers for the

tagged concepts. They then test these classifiers on searching video frames from the 2008

TRECVID dataset [Smeaton et al., 2006]. They also manually disambiguate the social tagged

images so they will be more consistent and compare the performances of using classifiers

trained based on the original social tags versus the disambiguated tags in Cross-Domain

classification. Not surprisingly, the disambiguating tags results in better average precision

over social tags. However, their experiments do indicate that classifiers trained on the social

tagged images still perform reasonably well for Cross-Domain RF. However it is unlikely

their framework would be applicable to our problem of transferring from one task to another

because they never adapt the source classifiers to their target domain.
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Liu et al. [2009b] present two Cross-Domain learning methods for RF. The first method

involves an equal weighted linear combination of the source and target classifier outputs

(after normalization to values in [-1,1]). The second method involves solving a regularized

regression problem where they assume a linear classifier. The regularized regression problem

aims to jointly minimize the empirical risk of the target data, the disagreement between the

source and target classifiers, and a term is added in to control the complexity of the target

classifier. The authors also propose a hybrid combination of their two methods where a

heuristic is used to decide which method to use in a given round of feedback. Interestingly,

the performances of either method are roughly the same but the hybrid method is overall

better than either one by itself.

While RF is not used, Geng et al. [2009], present relevant work which is differentiated

from Adaptive-SVM [Yang et al., 2007, Yang and Hauptmann, 2008] in that they focus on

learning ranking functions rather than classifiers. They apply their Ranking Adaptive SVM

to the problem of Cross-Domain searching text based data. While ranking could potentially

be more suited to Information Retrieval than classifiers, it may not be as well suited to RF.

One of the most well-known active learning strategies is to query for feedback on the most

ambiguous items in terms of relevance as described by Tong and Chang. However with a

ranking function, it is unclear which items are most ambiguously relevant since there is no

obvious threshold value for classifying relevance.

Other recent work Cao et al. [2010], Duan et al. [2010], Saenko et al. [2010] present new

mechanisms for Cross-Domain transfer of video actions and events. However, they do not
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present methods for source task selection. However as mentioned earlier, our focus is on the

Cross-Class transfer case and so use of these proposed mechanisms for TL may not be suited

to our problem. Furthermore, these work focus on development of the transfer mechanism

while our work (as will be seen later) focuses on the selection of what to transfer. Which is

crucial to RF search.

4.5 Conclusion

RF is a framework that has existed since early 1970s [Rocchio, 1971] and there are a host

of algorithms for TL [Pan and Yang, 2009]. A basic problem in RF is the scarce amount of

training data due to limited user feedback. It would seem obvious we could apply TL to RF

in order to alleviate the training data scarcity problem. However such work is uncommon.

In fact, the RF surveys [Crucianu et al., 2004, Ruthven and Lalmas, 2003, Zhou and Huang,

2003] do not mention the use of TL. As noted earlier, recent work on RF and TL appears to

be limited to the Cross-Domain case and there is no work in the Cross-Class case. In this

work, we make one of the first explorations of the Cross-Class TL problem in RF search with

an emphasis on the source task selection problem. We introduce our framework in the next

chapter.
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Chapter 5

Extending Relevance Feedback with

Transfer Learning

Assuming that images or videos are represented as fixed-length vectors (as described in a

previous chapter), we can use SVMs to learn scoring functions for ranking databases based

on relevance with respect to user queries. As described in chapter 4, if a target task has only

a scarce amount of training data, its performance can be improved by transferring knowledge

from a related source task.
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5.1 Transferring Knowledge from a Source Task to a Tar-

get Task

Let Ds and Dt be the training data for source task S and target task T respectively. (Where

|Ds| >> |Dt|.) Then ideally if the source and target tasks were the same, we could just train

a more powerful classifier for the target task by augmenting Dt with Ds. In practice, the

source and target tasks are unlikely to be the same but they could still be related. Then we

could still augment Dt with Ds but with less weight given to the data in Ds.

We accomplish this by adjusting the C parameter in the SVM formulation. Recall that

training an SVM involves solving the following optimization problem:

min
w,ξ
{1
2
‖w‖2 + C

n∑
i=1

ξi} (5.1)

s.t. yi(xi ·w + b)− 1 + ξi ≥ 0, ξi ≥ 0

where xi is the ith datapoint and yi and ξi are the label and slack variable associated with

xi. w is the normal to the hyperplane. C is the parameter that trades off between training

accuracy (high C) and margin size (low C).

Let Daug be Dt augmented with Ds and let the data from Ds be indexed from 1 to n in

Daug while the data from Dt be indexed from n + 1 to n +m in Daug. Then to weight the

46



source data and target data in the SVM training of Daug we solve the following:

min
w,ξ
{1
2
‖w‖2 + Cs

n∑
i=1

ξi + Ct

n+m∑
i=n+1

ξi} (5.2)

s.t. yi(xi ·w + b)− 1 + ξi ≥ 0, ξi ≥ 0

where all the variables are as described in Eqquation 5.1 and Cs and Ct are the different

parameters trading off the “hardness” versus “softness” of fitting the associated datapoint.

(Note that we set Cs < Ct.)

In our experiments, we saw little difference between using all the source data to bias the

target SVM and using just the support vectors from the source SVM. Since using only the

support vectors results in faster training speeds, we train only on the source task support

vectors in our implementation.

The A-SVM [Yang and Hauptmann, 2008, Yang et al., 2007] could have been used

in place of this section’s proposed method of transfer (which they call the “aggregate ap-

proach”). However the A-SVM does not offer benefits in improved accuracy over the ag-

gregate approach and can even perform worse in some tests. The main advantage of using

A-SVM is shortened training time. As the focus of this paper is on the feasibility of com-

bining RF and TL for improved accuracy and the aggregate approach is more standard, we

chose to use the aggregate approach.
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5.2 Source Task Selection

Section 5.1 assumed we knew which source classifier to transfer from. However, transferring

from the wrong classifier can hurt performance on the target task. In this section, we first

present our method for selecting from a set of source tasks. We then discuss some other

methods of source task selection which will be compared against our method later.

5.2.1 Score Accuracy

If a task S1 and task S2 were the same (and each task had a plentiful amount of training

data), we would expect that the classifier f1 learned from the training data of task S1 would

perform well on the test data of task S2 and vice versa. Similarly, if tasks S1 and S2 had been

related, we would expect classifier T1 to have decent performance in task S2 and vice versa.

Certainly, if an unrelated task S3 were present, f1 would be expected to perform poorly on

task S3. This intuition suggests a metric for determining the relatedness of tasks. If we

trained classifier f1 for task S1, we could use f1 to classify the training data of tasks S2 and

S3. Since we know the ground truth for tasks S2 and S3, we can then determine how accurate

f1 is on each task. From there, the task f1 is more accurate on indicates which task is more

related to S1. So if we chose the task f1 is most accurate on, this would likely be the best

available source task for TL. Using this proposed metric, we propose the following algorithm

for choosing the most related source task for TL:
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1. Given target task training data Dt, train an SVM ft.

2. For each source task Si, determine the classification error on the source task training

set Dsi with respect to SVM Tt.

3. Choose the training set Dsi with the lowest error as the source task data to transfer.

We call this the Score Accuracy (SA) method.

5.2.2 Score Clustering

In Yang et al. [2007], a number of strategies for choosing which source classifier to transfer

from were presented. One method was to use score aggregation from multiple source classi-

fiers. The basic idea was to use the “average” of multiple source classifiers with the hope that

this would result in a more accurate classifier for assigning pseudo-labels to the unlabeled

data. These pseudo-labels would then be used to evaluate how much individual source clas-

sifiers help improve ranking performance on the unlabeled examples. This approach does not

work in our case. Since the authors were transferring knowledge in a Cross-Domain setting,

all the source classifiers were assumed to classify for the same class. In our case, the source

classifiers can be very unrelated to each other and thus combining an “average” of the source

classifiers results in very poor performance.

Another proposed method was to assign scores to all unlabeled items using a potential

source classifier (one trained on source data) and use the Expectation Maximization (EM)

algorithm [Dempster et al., 1977] to fit two Gaussian components to the scores. If the scores
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separate the data well then the means of the found Gaussian components should have greater

distance between them. While a good idea, this is still not directly applicable to our problem

because the target data are never used in this process; thus the same source classifier would

always be selected regardless of the user feedback. However, if we first transfer the source

classifier to the target classifier and then use the resulting classifier to score the unlabeled

data, EM can be used to determine how well the transferred classification separates the data.

We use this new procedure for determining which source classifier would help the target

classifier produce the best separation of items in the database.

Formally, let Dsi and Dt be the ith source and target training data and let TL(Dsi, Dt) be

a function that produces a classifier where Dsi was used to transfer knowledge to the target

task (as described in Eq. 5.2).

Then the following steps are taken to determine the best source to transfer from:

1. For each source task Si:

(a) Produce SVM fsi = TL(Dsi, Dt).

(b) Use SVM fs to compute scores Sc on the unlabeled database.

(c) Use EM to fit Gaussian components N (µ1, σ
2
1) and N (µ2, σ

2
2) to scores Sc.

(d) Determine the distance di = (µ1 − µ2)
2.

2. Choose the source task with greatest di.

The distance dµ can be used to indicate how well transferring the given source task to

the target task would separate the unlabeled data (larger values are better). This provides
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an indication of whether the source task helps improve target task classification. The same

procedure can be used to score the transfer for each of the available source tasks and the best

source task could be chosen as the one to transfer from. We call this the Score Clustering

(SC) method.

5.2.3 Max-Margin and Other Methods

The SC method uses EM as a component in determining what source task is best for TL.

However, EM can be computationally expensive and its use is not ideal in an interactive

search framework. Thus an alternative to SC might be to determine the separation of the two

nearest datapoints on opposite sides of the hyperplane. (Rather than the separation of the

means from the scores.) This can be done by computing the distance between the scores of

the two positively and negatively classified examples nearest the SVM hyperplane. We call

this the Max-Margin (MM) method. Comparisons to MM will be done in the experiments.

Another method we explored was a leave-two-out cross-validation procedure. The pro-

cedure worked as follows:

1. For N times do the following:

(a) Randomly select one relevant example p and one irrelevant example n from the

target training data.

(b) For each source task Si:

i. Use TL to produce SVM fsi = TL(Dsi, Dt).
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ii. Determine how much fsi separates examples p and n

(c) Add a vote for the source task Si that best separates examples p and n.

2. Select the source task with the highest number of votes.

The problem with this cross-validation procedure is that it was too computationally ex-

pensive to feasibly run extensive experiments in a reasonable amount of time. Smaller scale

tests also suggested that the SA and SC methods were superior in ranking performance. Thus

we do not compare this method against the others. It is mentioned here as a reference for in-

terested readers.

5.3 Integrating Relevance Feedback with Transfer Learn-

ing

With the mechanisms of knowledge transfer and source task selection methods defined, we

now integrate these two components into our RF search framework. The basic idea is to use

whatever data is available in the target training data Dt at each stage of RF and select the best

source task for TL (this selection is made independent of selections from past iterations). TL

would then be used to train a classifier fsi (biased with the source task data) and use it to

provide a ranking of the database. (Classifier fsi would also be used to select examples for

feedback solicitation from the user for the next round of RF.) The complete procedure for

using TL in RF is
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Figure 5.1: Flowchart of system. Set Dt is initially empty before execution. After the first
execution of block Ba, set Dt should consist only of the initial videos.

1. Let Dt be an empty set.

2. User submits a few initial query examples of relevant (and irrelevant) examples.

3. The initial query examples are added to set Dt. (Block Ba.)

4. The source task datasets and Dt are then used in our algorithm (Sec. 5.2) for finding

the best source task to transfer from. (Block Bb.)

5. The best source task’s training dataset and training data in Dt are then used in TL to

obtain a classifier f for ranking the database. (Block Bc.)

6. The classifier f is used to rank the database. (Block Bd.)

7. The top N ranked items from the database are then shown to the user.
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8. If the user is satisfied with the results, the process terminates. Otherwise the system

solicits user feedback. (Block Be.)

9. The user feedback is added to set Dt (block Ba) and the process continues from step 4

(block Ba).

5.4 Comments on Source Task Selection Methods

We note that projecting all source training data onto the subspace of the unlabeled database

was a helpful preprocessing step for determining what to transfer (for all methods). Thus

we first performed principal components analysis (PCA) on the unlabeled database items to

obtain a set of basis vectors V with non-zero eigenvalues. We then projected all source task

data and unlabeled database items onto V. So in our implementation, the projected data were

used in all steps.

As discussed earlier, the SC method is an extension of a method from the literature for

source task selection in the Cross-Domain transfer problem. Thus SC may be an effective

tool for source task selection in our general TL scenario. However, SC has some drawbacks.

The need to perform TL between all candidate source tasks and the target task added with the

need for EM to be used to evaluate the transfer is computationally expensive. This problem is

made worse by the need to repeat source task selection for each iteration of feedback. In our

Matlab implementation, the total time used for processing in query sessions with three rounds

of user feedback takes about 30 seconds to complete. The MM method is our approximation
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to the SC method and requires slightly less processing time. (About 25 seconds compared to

30 seconds.) Later, we make comparisons to MM to establish whether the clustering criterion

of SC is preferred.

SA is a simpler method than SC and only requires training on the small target training set

(which would be computationally cheap) and then performing TL only once with the selected

source task. In our implementation, the total training time used for processing in the same

query sessions as tested with SC only require about 5-6 seconds. (Our implementation is not

optimized for speed.) Thus considering only processing time, SA is a better candidate for

real-world applications. As we shall see later in the experiments, SA also provides superior

ranking performance over SC in a real-world dataset of Internet videos.
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Chapter 6

Experiments in Relevance Feedback

using Transfer Learning

In this chapter we show experimental results on our proposed RF and TL framework. In par-

ticular, we make comparisons between the different source task selection methods presented

in the previous chapter. The experimental setup and datasets used are identical to what was

presented in Chapter 3 with one exception. For each of the 10 randomly selected 13 class

databases, we use the 10 classes that were left out as source tasks for TL. For example, if we

consider DB1 from Table 3.1, the 13 classes in the database are 100m Dash, basketball, breast

stroke, diving, dog walking, golf, golf swing, Hibachi, making sushi, motorcycle Grand Prix,

swing, volleyball spiking, and Yellowstone National Park. Then the 10 source tasks used

to test queries on DB1 are basketball shooting, biking, horse riding, soccer juggling, tennis

swing, trampoline jumping, F1 racing, fighter plane, grilling steak, and mixed martial arts.
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6.1 Feedback Solicitation Experiments Revisited

In Chapter 3, we saw that the choice of feedback solicitation method did not make much of

a difference in the ranking performance of early user feedback iterations. It was not until

the later iterations that some differences in performance could be seen. We hypothesized

the lack of significant difference in performance between the different choices of feedback

method was due to insufficient amounts of training data from too little user feedback. Thus

the additional data from user feedback (regardless of solicitation method) would not have as

much effect on classification performance. Since TL aims to alleviate the issue of training

data scarcity, if one were to reevaluate the choice of user feedback method, there should be a

clearer indication that uncertainty sampling is best. In this section, we reevaluate the choice

of feedback method in the RF and TL scenario.

In Figures 6.1 – 6.3, it can be more clearly seen that uncertainty sampling is the best of

the feedback solicitation methods. Table 6.1 also agrees with this trend. Thus TL appears

to have alleviated some of the problems with scarce training data and we see the expected

trend that uncertainty sampling is best. However, what is interesting is that the random and

the top ranked feedback solicitation methods appear to be comparable to each other. There

may be a reason for the lackluster improvement of the top ranked method. In selecting a new

source task to bias the SVM decision surface for each iteration, the decision surface could

be fluctuating more rapidly over iterations (than it normally would without TL). If this is

the case, then the labeled top ranked items from previous iterations may not be as helpful
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for training the current decision surface (since it could be very different from the previous

iteration’s decision surface). The top ranked method may even be a bit worse than labels on

random items (since random items at least have more diversity). Uncertainty sampling works

in our RF and TL framework so this indicates that either uncertainty sampling is robust to

large fluctuations of the decision surface over iterations or it causes more stable selection

of source tasks over feedback iterations due to more useful information from the user being

fed into the system. Our current work is mainly concerned with the effective selection of

source tasks for TL. However a study on the interplay of solicitation method and source task

selection would make for interesting future study that could result in an even better RF and

TL system.

Feedback Iteration 1 2 3 4
Max-Margin

Uncertainty Sampling 0.11 ± 0.07 0.14 ± 0.08 0.16 ± 0.09 0.18 ± 0.09
Top Ranked 0.11 ± 0.07 0.12 ± 0.07 0.13 ± 0.07 0.13 ± 0.08

Random 0.11 ± 0.07 0.12 ± 0.08 0.13 ± 0.08 0.13 ± 0.07
Score Accuracy

Uncertainty Sampling 0.10 ± 0.08 0.14 ± 0.08 0.17 ± 0.09 0.19 ± 0.09
Top Ranked 0.10 ± 0.08 0.12 ± 0.08 0.13 ± 0.08 0.13 ± 0.08

Random 0.10 ± 0.08 0.12 ± 0.08 0.13 ± 0.08 0.14 ± 0.08
Score Clustering

Uncertainty Sampling 0.09 ± 0.07 0.12 ± 0.08 0.15 ± 0.09 0.17 ± 0.09
Top Ranked 0.09 ± 0.07 0.11 ± 0.08 0.12 ± 0.08 0.13 ± 0.08

Random 0.09 ± 0.07 0.10 ± 0.08 0.12 ± 0.08 0.13 ± 0.08

Table 6.1: Mean AP over Iterations for Different User Feedback Solicitation Methods for
Different Source Task Selection Methods
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Figure 6.1: Quartile Plots of Percent Improvements for Max-Margin Source Task Selection
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Figure 6.2: Quartile Plots of Percent Improvements for Score Accuracy Source Task Selec-
tion
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Figure 6.3: Quartile Plots of Percent Improvements for Score Clustering Source Task Selec-
tion
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6.2 Source Task Selection Methods versus No Transfer Learn-

ing

In this section, we compare how effective each source task selection method is in improv-

ing RF search. To do so, we plot the percent improvements between different source task

selection methods and tests where no TL was used at all. For all comparisons, we will use

uncertainty sampling for feedback solicitation since the previous section established it as the

best user feedback solicitation method. The performances of MM, SA, and SC can be seen

in Figure 6.4. It can be seen that in the first iteration, MM is actually better than SA. How-

ever in subsequent iterations, their performances are comparable. SC is much worse than

MM and SA initially and ends up slightly worse in later iterations. In all cases, percent im-

provement decreases as the iterations increase. This is not surprising since as more training

data becomes available, the RF algorithm without TL should become increasingly accurate.

Thus there would be less need for TL. This may also explain why in later iterations, all three

methods had comparable performance (although SC still performed slightly worse than MM

and SA). The fact that SC performed worse indicates that trying to find good clusters of the

data is not a good criterion for learning target queries from users. In a relevance ranking of

database items we should not expect all relevance scores to be tightly clustered. This is espe-

cially true if the target query has a lot of in class variance. Although MM outperformed SA

in earlier iterations, in practice SA would be a better choice. This is because MM requires

training each source task’s data with the target data to evaluate which source task would be
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best for TL. Thus in MM, to evaluate the quality of TL with respect to a given source task,

the transfer learning with that source task has to be done. This is computationally expensive

and would not be effective in a real application where we would expect many more source

tasks than those used in the experiments. SA on the other hand can evaluate the quality of

TL from a given source task without doing the transfer learning. As an example, in our ex-

periments, MM would typically require 20-25 seconds of processing time for all iterations of

feedback in each test. The same tests would only take 5-6 seconds for SA. (SC would take

even longer than MM due to its need to run EM as well.) We present a set of sample results

for the query “mixed martial arts” (MMA) showing SA based TL versus standard No TL in

Figures 6.5 – 6.8. It can be seen that with TL, the ranking performances of the top 20 list is

better (particularly in earlier iterations) and that overall, as feedback iterations increase, both

sets of rankings improve. What is interesting to note is that without TL, much of the time was

spent having the user clarify what is not MMA from the list of most ambiguous examples.

In the TL case, we can see more positive feedback being solicited from the user which helps

the system better learn the concept of MMA.
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Figure 6.4: Quartile Plot of Percent Improvement for Transfer Learning Over No Transfer
Learning

6.3 Conclusion

We have shown the strength of our RF and TL approach in addressing the limited user feed-

back issue (a main criticism of RF). Each source task selection method showed significant

improvements in AP over not using TL. (Although only SA is efficient enough for real ap-

plications.) As expected, TL results showed uncertainty sampling to be best. Interestingly

the random method outperformed the top ranked method in our SA experiments. Trends in

our other experiments indicate the random method should perform worse than the top ranked

method. A study of how TL affects active learning is out of the scope of the current work (we

focus on the selection of source tasks) but investigating this would be good for future work.
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Initial Query Examples

With TL

Initial Query Examples

Without TL

Figure 6.5: Sample ranking for feedback iteration 1 of the query “Mixed Martial Arts.” Cor-
rect results are indicated in green while incorrect results are indicated in red.

65



Feedback from Previous Iteration

With TL

Feedback from Previous Iteration

Without TL

Figure 6.6: Sample ranking for feedback iteration 2 of the query “Mixed Martial Arts.” Cor-
rect results are indicated in green while incorrect results are indicated in red.
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Feedback from Previous Iteration

With TL

Feedback from Previous Iteration

Without TL

Figure 6.7: Sample ranking for feedback iteration 3 of the query “Mixed Martial Arts.” Cor-
rect results are indicated in green while incorrect results are indicated in red.
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Feedback from Previous Iteration

With TL

Feedback from Previous Iteration

Without TL

Figure 6.8: Sample ranking for feedback iteration 4 of the query “Mixed Martial Arts.” Cor-
rect results are indicated in green while incorrect results are indicated in red.
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Chapter 7

Face Recognition

In the search of Internet images and videos, humans are primary subjects of interest. Thus

it is sensible to construct specific algorithms for the purpose of analyzing humans. (As op-

posed to a general learning method for analyzing a wide variety of topics.) The number of

problems in human analysis is vast and so covering them all is out of the scope of this disser-

tation. However, we will cover one problem in human analysis as an example of a specifically

engineered ranking function. The problem is in the robust identification of humans via face

recognition. In particular, we focus on recognition between out-of-plane rotated faces. This

chapter describes a face alignment method and a ranking function for comparing how similar

two novel faces are even when their poses are different. 1

1The work and figures shown here are our own work and are reprinted with permission from Lam and
Shelton [2008] c© IEEE.
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7.1 Related Work

Automatic face recognition has numerous applications in areas as diverse as security, human

computer interaction, and of course image search engines. As such, there has been much

work on face recognition in the past decades and tremendous progress has been made. There

already exist systems that can perform in excess of 90% accuracy under controlled conditions

[Gross et al., 2001]. However, changes in illumination or pose remain largely unsolved

problems [Zhao et al., 2003]. In this paper we focus on the issue of recognition across pose.

The general problem we wish to address is as follows: given two images of faces in arbitrary

poses, indicate how likely they are to be the same person. This is similar to the “one sample

per person” problem mentioned by Tan et al. [2006]. This is an important problem because it

is not always possible to have multiple images of the same person. This is especially true if

one were attempting to determine the identity of a stranger. In this problem, the stranger may

have pictures of himself scattered all over the Internet with no clear organization of those

images but there still must be a way to query a search engine with just one facial image and

get ranked results of other similar faces.

In recent years, there has been much work related to the problem of face recognition

with pose changes. For example, Blanz and Vetter [2003] built a system that uses a 3D

morphable model to perform face recognition. In their work they built explicit 3D models of

the head and face which has the advantage that their models can be very accurate. However,

there have been other works using simpler models that have proven effective [Du and Ward,
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2006, Gonzlez-Jimnez and Alba-Castro, 2007]. (Although it should be noted that Gonzlez-

Jimnez and Alba-Castro [2007] did not perform as well on full profile views. Our system

performs competitively on such views.) Eigen light-fields [Gross et al., 2004] addresses the

problem by computing an eigenspace from the light-fields of the head and recognizing based

on eigen light-fields in a manner analogous to Eigenfaces [Turk and Pentland, 1991]. It has

the advantage of being able to use as many images as are available to improve its accuracy

and does not require the gallery images to be in a canonical pose. However, it may be fruitful

to investigate how a more explicit image-based representation of relations between pose can

improve accuracy. The Eigen Light-Fields approach also does not make use of a component

based decomposition of the face which has been shown in some cases to be more beneficial

than a global approach to recognition [Heisele et al., 2003].

There have also been other works that attempt to solve this problem using more explicit

learning of pose relations through patch decompositions. Kanade and Yamada [2003] pre-

sented a multi-subregion based approach which decomposes faces across pose into patches

and learns the relations between corresponding patches from one pose to another under a

Gaussian model. Their work showed that recognition between poses separated by as much

as 45 degrees can still be done with accuracy in excess of 80%. However, a drawback to

the multi-subregion system is its reliance on similarity in appearance between corresponding

patches of the same people. Not surprisingly, at extreme differences in pose, accuracy drops.

Liu and Chen [2005] extended the work of Kanade and Yamada [2003] by introducing a

texture map representation of the face. They assume the head to be an ellipsoid and deter-
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mine what the texture map of such an ellipsoid head would be. The basic idea is that their

transformation allows for facial features to maintain greater similarity over a wider range of

pose changes. While this does improve results, their alignment procedure has to optimize

over a total of eight parameters, for each image. There is also the drawback that at extreme

poses, there is a limit to how much texture mapped ellipsoids can faithfully transform facial

features.

In this chapter, we offer our extension to the work of Kanade and Yamada by modeling

the relations between patches not based on their similarity but on their joint appearances.

This is achieved through the application of Support Vector Machines (SVMs) [Burges, 1998]

for capturing patch relations between poses. We first present an overviews of Kanade and

Yamada’s algorithm and the related work by Liu and Chen. We the present our algorithm

and experimental results on manually aligned faces and preliminary results on recognition

performance with automatically cropped and aligned faces.

7.1.1 Kanade and Yamada’s Multi-Subregions

Kanade and Yamada developed a system for recognition across pose based on the similarity

of local regions on the face between different poses of the same people and different people.

They first manually determined the locations of the eyes and mouth for all facial images

and used those locations to define a 7-by-3 lattice of points on the face starting from the

eyebrow and extending down to the chin. These points were then used to define 9-by-15

pixel subregions on the face and the similarities between corresponding regions between
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poses were then modeled using two Gaussians, one for the similarities of image patches

between same identities and the other for different identities. In our implementation of their

system, we needed to make one modification because they assume all regions are 9-by-15

pixels in size. Our regions are variably sized so we had to normalize the sizes between

corresponding regions. We do this normalization by resizing the smaller patch to be the same

size as the larger patch. In a way, this illustrates a strength of our approach. Our system can

learn relations between subregions of different poses without the need to fix patch sizes to be

the same between all poses.

7.1.2 Liu and Chen’s Texture Maps

Liu and Chen, developed a transformation in which the head is assumed to be an ellipsoid

and a texture map based on this assumption is computed for each face. The idea is that if the

head were an ellipsoid, the out of plane rotation of the head would be easier to recognize after

this transformation. The hope is that the texture maps would help to preserve similarities of

facial features between the same person across a wider range of poses than in Kanade and

Yamada’s work. Liu and Chen first manually cropped out faces. They then applied texture

map transformations to the faces based on a best fit to their Universal Mosaic Model. As we

did not have such a model available to us, we used our manually aligned faces and determined

(manually) the texture mapping parameters for fitting to a canonical mosaic model. We spent

a long time optimizing these parameters to achieve good results and visually inspected the

texture map results to verify that they were reasonable fits.
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Figure 7.1: Centers of the Salient Regions and some of the Bounding Boxes

7.2 Our SVM Based Face Recognition

SVMs have been shown to be a powerful tool for face recognition [Jonsson et al., 2000,

Heisele et al., 2003]. Jonsson et al. [2000] showed empirical evidence that SVMs could ef-

fectively extract relevant discriminatory information from training images of frontal images.

Heisele et al. [2003] even applied SVMs to recognition in the presence of pose change. How-

ever, they only tested their system on a database of 10 subjects as their goal was to establish

the strength of SVMs for face recognition and to compare the accuracies of global versus

local approaches to analyzing faces. In our work, we continue this line of investigation by

testing SVMs trained on local image patches of the face using the CMU PIE database because

it has more individuals (68 subjects) and a greater set of ranges in face pose. As Kanade and

Yamada [2003] presented promising initial work on this problem, we will adopt their testing

methodology so our work can be compared.
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7.2.1 Local Patch Representation of Faces

In our work, we first chose to manually decompose frontal faces into 21 salient rectangular

regions. We then manually located the corresponding salient regions to the frontal regions

for all other poses. In the case where only a part of the face was visible due to self occlusion

in more extreme poses, we only located the visible corresponding regions (see Figure 7.1).

This is essentially the same as the decomposition performed by Kanade and Yamada except

we did not define all regions to be of the same size. This is because corresponding regions

across pose do not maintain the same size due to foreshortening and self-occlusion as the

pose change deviates from one view to the next. A good example of this effect is in the eye.

If we imagine a head turning from a frontal view towards the right, the bounding box around

the person’s right eye would appear increasingly smaller.

Note that this step is performed once per pose, not once for each image of a pose. We as-

sume that the images are aligned, either manually or automatically (see section 7.2.4). Thus,

this step represents the input of knowledge about the position (although not appearance) of

facial features under rotation. Currently this is manual, but we can imagine future systems

automatically finding the salient regions of all poses.

7.2.2 Discretely Separated Poses for Training Face Recognition

Kanade and Yamada showed that recognition accuracies beyond 90% between images of

faces in poses differing by as much as 30 degrees of out of plane rotation can be done by

just measuring the sum squared error between corresponding patches (as part of a Gaussian
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model). This suggests that computers can tolerate some degree of pose change without very

precise modeling of facial geometry. Intuitively, this makes sense because minor changes in

facial pose do not change facial appearance dramatically. As long as we know the general

locations of corresponding salient regions in the face, direct comparisons between the pixel

values of the regions suffices when pose change is minor. Recognition accuracy mainly drops

when the poses of two given facial images are too different. This suggests that there may be

no need to model pose change as a continuous process for face recognition purposes. Instead,

modeling how a discrete set of specific poses (provided they cover a wide range of rotations)

relate to each other may be all that is needed for recognition across pose.

Thus, we only define the 21 regions above for a set of discrete poses. We feel this is

enough to gain good accuracy on any intermediate poses. For this work, we chose the 13

poses from the CMU PIE Database (see Figure 7.3).

7.2.3 SVMs for Learning Pose Relations

We now define the main contribution of our this chapter: a pose relation SVM approach to

face recognition. The basic idea behind our application of SVMs to learning pose relations

is to train SVMs to answer the question of whether two faces in pose m and pose n are of the

same person or not. As our analysis of faces is based on the patch decomposition of Kanade

and Yamada, learning a relation from two given poses m and n requires training an SVM

for each of the corresponding regions between the two poses. These SVMs then allow us to

decide if the corresponding regions belong to the same person or not.
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To apply SVMs to the problem of learning pose relations, our algorithm first takes in

images of multiple known subjects in different poses as training data. These people are

not part of the set to be recognized (nor the query set). This set is only used to learn a

general relationship between the appearance of a region in one pose and the appearance of

the same region in a different pose. The relations between every pair of poses, m and n, are

independently learned.

The training procedure will be presented shortly but we shall first introduce some nota-

tion. Let pm(i) be an image of subject i in pose m and pkm(i) be the kth region of the image

pm(i). Let vkm(i) be region pkm(i) represented as a vector and vkm,n(i, j) be the concatenation

of vkm(i) and vkn(j). The training procedure between poses is as follows.

1. For each k,m, n, i, j if i = j, consider vkm,n(i, j) to be a positive case for region k;

otherwise, consider it to be a negative case for region k.

2. For each region k, train an SVM Rk
m,n (with a radial basis function kernel) using the

corresponding dataset.

This procedure aims to build independent pose relation SVMs for each of the correspond-

ing 21 regions between two given poses. The learned functions are used to determine a score

for how likely two novel images of faces are to be the same person. To employ the learned

functions, we take two novel facial images q and t in poses a and b respectively and subdivide

each of them into the regions associated with their pose. For each pair of the corresponding

regions l in the two images, we concatenate the vectors describing each of the regions l into a
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single vector vla,b(q, t) and feed it to the function Rl
a,b which returns whether the two regions

match.

It would be natural to sum the resulting number of positive classifications (across the

region l) from the SVMs to determine how likely it is that the two images are of the same

person. However, we discovered that due to the small training data sizes and the relatively

large portion of negative examples in the training sets, all of the R outputs would be −1

(i.e. not a match) for all our test data.

Instead, we discovered that the raw distances to the hyperplane for each SVM provided

indications of which subjects were likely to be the same person. Thus if we letRl
a,b be not the

thresholded output of the support vector machine, but rather the distance to the hyperplane

(i.e. the value prior to thresholding), although all of the outputs would be negative, the total

sum would still be a good measure. Thus we use

sr(q, t) =
K∑
k=1

Rk
a,b(v

k
a,b(q, t)) (7.1)

to score whether two images q and t with poses a and b respectively are of the same person.

The higher the score, the more likely it is that the two observed faces belong to the same

person.
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Figure 7.2: Examples of the Alignment Grids

7.2.4 Automated Face Cropping and Alignment

We performed experiments using manually cropped and aligned images of the faces but we

also developed an automation of that procedure. To automate the process, we first used the

Viola-Jones face detector Viola and Jones [2001] to automatically crop faces from images.

We found the detector to be robust enough to crop faces in a wide range of poses (including

profile views) but the faces would typically have some variation in alignment. This is partially

due to the detector not always cropping faces consistently and also from differences in the

way the subjects positioned their heads in the images. As such, an alignment procedure was

found to be necessary to position the faces in canonical positions so that their salient regions

could be better compared.

Our simple SVM based alignment procedure aligns image crops reasonably well for a

large number of poses. The procedure learns canonical alignments for a set of discretely sep-

arated poses based on provided manual alignments as training data. The alignment algorithm

uses a set of “alignment SVMs” for each pose pn which are trained as follows.
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1. Gather a training set of manually aligned faces in pose n.

2. For each image, divide the entire image into K evenly sized regions r1n, r
2
n, ..., r

K
n over

the entire image.

3. For each region rkn, train an SVM Akn (using a radial basis function kernel) to classify

all examples of region rkn as positive and any other region rln where l 6= k as negative.

In our experiments, we set K = 25 (see Figure 7.2). Once the training procedure is

complete, the 25 SVMs can be used to score alignments of facial images pn(i) through ob-

servation of its 25 evenly sized regions. The scoring function is defined as

sa(p) =
K∑
k=1

Akn(r
k
n(p)) (7.2)

where rkn(p) is the region k in image p (assuming pose n). We note that the SVMs here

are separate from the SVMs for recognition. Each pose n has a set of alignment SVMs

specifically trained for it. These determine what type of appearance each local region rkn

should have and the SVMs vote using their raw distances to the hyperplane on whether their

own region is consistent with a good alignment.

Using the alignment scoring procedure, a search for a good alignment can be done simply

by a brute force search over the alignment parameters of translation, scale, and in-plane rota-

tion. However, a brute force search is very slow so we adopted a heuristic. We observed that

facial crops found by the Viola-Jones detector are restricted to a certain range of differences

in translation, scale, and rotation. We decided to perform a coordinate ascent by iteratively
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optimizing over each parameter independently and observed good results. However, the auto-

matic face crops were less consistent in profile views and those images did not automatically

align as well. To address the problem with the profile views, we introduced random restarts

into our search procedure and applied the same procedure (with random restarts) to all the

poses (including frontal views). We outline the specific details of our alignment procedure

below.

1. Maximize Equation 7.2 over each alignment parameter (scale, rotation, x-translation,

and y-translation) in turn, while keeping the others fixed. (All parameter searches on

the variables are within some bounded region from the variable’s current value.)

2. Repeat the above step until convergence or a maximum number of iterations has been

reached.

3. If the score of the found alignment exceeds a minimum alignment score threshold,

accept the found alignment.

4. Otherwise, perform a random restart to some other point in the parameter space within

a bounded region from the alignment that was just found and repeat from step 1. (We

do a maximum of 10 random restarts.)

5. If no alignment with a score exceeding the minimum score threshold was found, select

the alignment with the highest score.

In our outline, we introduced a minimum alignment score threshold. This threshold is
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determined based on the training data used for the particular pose being aligned. We set the

threshold to be the mean of the training scores minus half of the standard deviation of the

same scores. (Higher scores indicate better alignment. This threshold serves to trade-off

accuracy for speed.)

While there exist 3D facial alignment methods such as the work of Gu and Kanade [2006],

these methods rely on 3D laser scans to use as training data. Our alignment algorithm only

requires a set of 2D images. (Although we should note that the work here on alignment is

still somewhat preliminary.) While this chapter’s emphasis is mainly on exploring the per-

formance of SVMs in face recognition across pose, we include this alignment procedure and

corresponding results to show more general use of region-based SVMs in face recognition.

7.3 Experiments

We tested our system on the CMU PIE database and adopted the general protocol used by

Kanade and Yamada. The protocol is to choose half of the subjects for training the recogni-

tion system and the other half for testing. However, when researchers develop such systems

and are using the same test data to verify their algorithms (during development), they may

unknowingly overfit their test data. This is due to the fact that algorithms under development

can be adjusted and modified in many ways. We first developed our system using the first half

of the subjects as the training set and the last half as the testing set (in which the frontal pose

was used as the gallery database and the non-frontal poses used as queries) and only coarsely
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Figure 7.3: Examples of the Poses in the CMU PIE DB (From the CMU PIE DB Website)

tuned the parameters of our algorithm. After we were satisfied with our system, we selected

five random splits of the subjects. Each split would have half the subjects randomly selected

for training and the other half for testing. We then tested our system without adjusting any

parameters on these five random splits and determined the mean and standard deviations of

our accuracies for recognition. The same splits were used to test our implementations of the

systems described in Kanade and Yamada [2003] and Liu and Chen [2005] for comparison

purposes.

7.3.1 The CMU PIE Database

The CMU PIE Database [Sim et al., 2003] contains images of 68 subjects taken under 13

different poses, 21 different illuminations, and 2 occasions resulting in over 37,000 images

of people. In our experiments, we use only the frontal illumination, neutral expression, no

glasses subset of the database. This means we work with the 68 subjects where each one has

13 poses. The poses are denoted by their camera labels (e.g. c27 for the frontal view and c11

for one of the 45 degree views).
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7.3.2 Results

In our experiments, we tested each split independently with all facial crop sizes normalized

to 64-by-64 pixels. We kept galleries of frontal images from each of the five splits and

used all the other poses as probe images. For SVM training, we used Gaussian kernels with

C = 1 in all cases. At the moment, we assume that the pose of each image is specified so

the recognition accuracies determined were done independently for each pose for all three

systems. There exist systems in the literature [Osadchy et al., 2007] where face detection and

pose estimation are done simultaneously and such systems could be integrated into ours.

Figure 7.4 compares our system to the other two systems with manually aligned images.

It can be seen that our method outperforms the other two methods as the pose becomes

increasingly distant from the frontal view. The reason we do not have as much advantage over

the texture map method in the less extreme poses is because the appearance of subregions

does not vary greatly when pose change is minor. In this case, the other systems may actually

be more generally applicable than our SVM-based system since they are based on direct

measurements of similarity between image patches. (The multi-subregion method would

have been expected to perform well in the closer to frontal cases but did not. This is likely

due to the differently sized subregions that we selected.) SVMs on the other hand require

sufficient training data to choose support vectors that would cover a wide enough range of

cases in facial appearance.

However in the case of extreme pose change, the use of similarity between images patches

fails because the same facial feature can appear dramatically different (e.g. the nose). In this
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case, use of SVMs provides better accuracy. It should be noted that although we made a best

effort to produce a fair comparison of our work to the work of Liu and Chen, many factors

such as the way images were cropped or our choice of texture parameters can have an effect

on their accuracy. We note that Liu and Chen [2005] reported accuracies of 60% and 70% for

their most extreme poses so it may be that our implementation of their system is not optimally

tuned. However, they use more facial features. For example, they note the forehead as being

a strong indicator of identity between poses. We chose to only limit ourselves to the regions

defined in Kanade and Yamada which focuses primarily on the face. It can be seen that even

with fewer features and a more rigorous 5-split testing procedure we still achieve about 70%

accuracy for both extreme poses.

Figure 7.5 compares our automatic alignment system’s performance to that of manually

aligned images and automatic crops without automatic alignment. For these results, we also

retrained the alignment system based on each of the random splits. It is not surprising that

there is a degrading of performance. The performance is especially degraded in the ex-

treme poses. Although our automatic alignments were actually quite close to the manual

alignments, accuracy was likely affected by slight inconsistencies in scale and translation.

Our current use of SVMs examines the pixel values directly and is thus more sensitive to

misalignments. However, it is encouraging that the rank 2 accuracies of the automatically

aligned images can be 15% greater than the rank 1 accuracies. If a user were using such a

face recognition system in a search engine, a set of top ranked images would still provide

useful results to the user.
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Figure 7.4: Rank 1 Recognition Results on Manually Aligned Faces (means with standard
deviations) Note that poses 05, 07, 29, and 09 are closest to frontal while poses 22 and 34 are
profile views.
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Figure 7.5: Recognition Results on Automatically Cropped and Aligned Faces (means with
standard deviations) Note that poses 05, 07, 29, and 09 are closest to frontal while poses 22
and 34 are profile views.
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7.4 Conclusions

This chapter presented a method for using region-based pose relation SVMs to learn align-

ing and recognition scoring functions. The results are good and do not require any manual

intervention except the definition of 21 regions for each pose. We are especially encouraged

by the quality of the results given the small training set size (only 34 images per pose). In

most applications, a larger database of images would be available. In future work, our robust

face recognition method (as well as other human analysis methods) will be integrated into a

complete system for the search of Internet images and videos.
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Chapter 8

Conclusion

In this dissertation, we explored different ways of building ranking functions for computer

vision based search. In particular, we focused on the search of Internet video which posed a

number of challenges. The main challenges in this application were in the question of how to

accommodate the vast types of things users could query and how to learn classifications for

“real-world” videos. To address the first problem, we proposed the use of relevance feedback

(RF), a type of interactive information retrieval framework that could learn the subjectivity

in user queries. However a major weakness of RF is that users are not expected to give much

feedback to the system. This limits the utility of RF search in complex scenarios such as the

retrieval of Internet video.

To alleviate this training data scarcity problem, we proposed the use of transfer learning

(TL) in combination with RF. In our experiments, we found our proposed framework to be

very capable in improving learning from just a few examples. Despite the improvement
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in ranking performance for our retrieval system, there are still many questions that can be

addressed. The current work is basically a combination of TL and active learning (AL) for

good RF search. However the question of how TL and AL interact with each other is left

open. In our results, we confirmed that uncertainty sampling was most effective for soliciting

user feedback. When used in our RF and TL framework, polling the user on the relevance of

items nearest the current SVM decision surface results in labels on what is most ambiguous

with respect to the current decision surface. However, the new decision surface used to re-

rank the database is not just based on the new user feedback as in the no TL case. Instead,

we use all available relevance labels to decide which source task should be used to bias

the decision surface as well. This could result in decision surfaces that (over user feedback

iterations) “jump” all over the feature space much more than would occur normally without

TL. How this much “jumping” occurs and how this affects performance are still not clear.

We speculate that there should be a better AL based feedback solicitation strategy which

takes into account the use of TL and source task selection algorithms. With such a feedback

strategy, it should be possible ask the user for relevance labels that would better help the

source task selection algorithm find appropriate tasks to transfer from. In addition, such a

feedback strategy should take into account the need to diversify relevance labels obtained

from the user so that effective exploration of the solution space can be done.

In this dissertation, we have explored different ranking functions for web search. In par-

ticular, we focused on improving the learning component of an interactive search framework.

We showed strong performance on a challenging real-life collection of nearly 3,600 YouTube
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videos with 127.5 hours of footage in total and have suggested interesting directions for future

research. In addition to providing a powerful framework for search, we believe widespread

use of our framework could also lead to more human labeling of the vast amount of data on

the Internet. Such historic labels could also be used as source data in any computer vision

technologies that would utilize TL. Thus the impact of our proposed framework could extend

well beyond retrieval applications.
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