Deep Contrastive Explanation

A Dissertation submitted in partial satisfaction of the requirements for the degree of

Doctor of Philosophy

in

Computer Science

by

Seyedamirhossein Fegahati

December 2020

Dissertation Committee:

Dr. Christian Shelton, Chairperson
Dr. Vagelis Hristidis
Dr. Vagelis Papalexakis
Dr. Michael Pazzani
The Dissertation of Seyedamirhossein Fegahati is approved:

________________________________________

________________________________________

________________________________________

________________________________________

______________________________
Committee Chairperson

University of California, Riverside
Acknowledgments

I am deeply indebted to my advisor, Dr. Christian R. Shelton, for his invaluable and endless mentoring, support, encouragement, and extreme patience over the years. His brilliant mind, character and integrity will always be an inspiration.

I would like to thank Dr. Michael Pazzani for providing funding for the project. His positivity and thinking out of the box set an example for me to follow.

I am thankful to the other members of my committee Dr. Vagelis Hristidis and Dr. Vagelis Papalexakis for the discussions and directions for the future work.

I would like to thank the members of the RLAIR lab, including Mike Izbicki, Busra Celikkaya, Zhen Qin, Dave Gumboc, Matthew Zarachoff, Kazi Islam, Sepideh Azarnoosh, Chengkuan Hong, Sanjana Sandeep, Gaurav Jhaveri, Leah Fauber, Anthony Williams, Chandini Shetty and, Colin Lee. Also, I should thank my friend, Mohsen Noparvar, whose expertise in Web development helped me during conducting the user experiments.
In memory of my uncle, Mahmoud Fard.
ABSTRACT OF THE DISSERTATION

Deep Contrastive Explanation

by

Seyedamirhossein Feghahati

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2020
Dr. Christian Shelton, Chairperson

I propose a method which can visually explain the classification decision of deep neural networks (DNNs). Many methods have been proposed in machine learning and computer vision seeking to clarify the decision of machine learning black boxes, specifically DNNs. All of these methods try to gain insight into why the network “chose class A” as an answer. Humans search for explanations by asking two types of questions. The first question is, “Why did you choose this answer?” The second question asks, “Why did you not choose answer B over A?” The previously proposed methods are not able to provide the latter directly or efficiently.

I introduce a method capable of answering the second question both directly and efficiently. In general, the proposed method generates explanations in the input space of any model capable of efficient evaluation and gradient evaluation. It neither requires any knowledge of the underlying classifier nor uses heuristics in its explanation generation, and it is computationally fast to evaluate. I provide extensive experimental results on three different datasets, showing the robustness of my approach and its superiority for gaining insight into the inner representations of machine learning models. As an example, I demonstrate my method can detect and explain how a network trained to
recognize hair color actually detects eye color, whereas other methods cannot find this bias in the
trained classifier.

I provide the details on how this framework can be applied to discrete data as well. I
proposed a SoftEmbedding function to be employed in conjunction with the discrete embedding
function. I show results on textual reviews demonstrating my method’s ability to find bias in learned
classifiers.

Finally, I provide the results of a user study, measuring how much this feedback helps
users to improve their understanding of the network’s learned function in comparison with other
possible methods.
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Chapter 1

Introduction

In the recent years, deep neural networks (DNN) have shown extraordinary performance on computer vision tasks such as image classification (Szegedy et al., 2015; Simonyan and Zisserman, 2015; Springenberg et al., 2015; He et al., 2016), image segmentation (Chen et al., 2018), and image denoising (Zhang et al., 2017). The first example of such a performance was on image classification, where it outperformed other computer vision methods which were carefully handcrafted for image classification (Krizhevsky et al., 2012). Following this success, DNNs continued to grow in popularity. Even with DNNs achieving testing accuracy close to human expertise (Rajpurkar et al., 2017) and in some cases surpassing them (Springenberg et al., 2015), there is hesitation to use them when interpretability of the results is important. Accuracy is a well-defined criterion but does not provide useful understandings of the concept captured by the network. If the deployment of a network may result in inputs whose distribution differs from that of the training or testing data, interpretability or explanations of the network’s decisions can be important for securing human trust in the network.

In this dissertation I try to address this issue and explain what the network has learned.
So, one question we may ask is “Have these methods learned something rational, similar to what humans know/may learn?” Although this question looks very tempting to be a venue of research, a more sensible question to ask is “What have these black boxes learned?” The reason is simple: The machine may learn some concepts that may not be similar to the concepts the humans know, yet they are correct. The other reason is that in the learning process we do not force the machine to think like humans. Thus, we cannot expect them to learn something humanly. We want to explain what the ML black boxes has learned since we know explanations are important in settings such as medical treatments, system verification, and human training and teaching.

So, what is explainability or interpretability? What is its definition and how we can explain it in simple words? The short answer is that we do not know! Unlike some measures like accuracy, which is very well-defined and also intuitive, it is not clear what is exactly meant by interpretability or explainability. The true explanation is to trace the steps of the algorithm and see how it reaches its decision for a sample input. These steps are basically equations and, in the case of deep learning, millions of them. So, one definition of explainability is to check these equations. This approach is not sensible for obvious reasons; there are too many equations. Also, we cannot map those numbers into concepts since the input is an entity such as an image/text/video and the output is a number. As a result, we have to define a proxy definition for explainability. What could be this proxy?

In a utopia, this can be a program that explains the outcome as speech in the language of choice of the user. But we still have a long way to get to this point. So, we need to limit ourselves to a simpler approach. Consider images as an input. One way to connect the complete explanation (tracking the equations and the final number) into an interpretable explanation is to look at the importance of each unit of the image, pixels. The modification of a pixel is simple, you can only
increase its value or decrease it. Then, we can change the value of each pixel and see how the final number changes. For instance, if by changing a pixel’s value, the probability of the outcome decreases, we can say this pixel at its current value has a significant role in the decision making process of the network. On the other hand, if changing the value does not change the outcome significantly, we can say this pixel is not important for the network on this example. Same can be said for text input. It can be done of character level or word level. For instance, by changing a character from a word in Spanish language, you can say this is written by southern American user or a Spaniard user. In the same way, changing a word, for instance glasses to eye-glasses can help you to understand can the network distinguish between British English and American English.

This idea has been explored previously. Chiefly, prior work has i) looked into training data, ii) looked into the network, and, iii) explained the input sample specifically. Some tried to explain the outcome of the network, using its training data. They try to find most influential training examples which derived the network during training, such that in the testing time, it comes to this particular decision. The advantage of this definition is that it somehow tries to cluster the training data, the testing sample, and the network together. The two main drawbacks are that the training corpus may not be available at the testing time and, like all clustering algorithms, it is not clear what is the similarity in terms of some concepts. For instance, suppose the network can correctly classify a red fish. Asking what training samples may cause the network to classify this particular instance to be a red fish, it is not clear that what we are looking for. Are we looking for a whole fish? Is it relevant that red fish lives in water or not? Are all the training samples are just drawing of a red fish or actual images taken in its habitat?

The other approach is to look into the network. Although it may give you some intuition
about what concepts the network has learned, there are two problems associated with this approach. The first one is there are too many layers in a network. It is hard to look into all of them. The second one is more of a psychological problem. The inspector tries to find what he believes to be concept in the network.

The last one is to try to look directly into the sample. What parts of the input sample have the most influence on the network’s decision? We believe this approach is the most intuitive one since it directly asks for the explanation for a decision. The most research on this approach is to ask the question, “Why did the network choose its answer?” Asking this question may result in incoherent answers. For instance, in image spaces, it may show a speckled pattern. In this dissertation we choose a different approach. What we ask is a contrastive question, “Why did the network chose A and not B?”

Humans often also seek contrasting explanations. For instance, they maybe more familiar with the contrasting answer, or they want to find the subtle differences in input which change the given answer to the contrasting one. Another advantage of this approach is that it can ask for multiple explanations. For instance, if the input image is a picture of number 4, then we can ask, “Why it is not a 9?” and “Why it is not an 8?”

The rest of this manuscript is organized as follows: In chapter 2, I discuss the related work in the literature. In chapter 3, I propose a method for contrastive explanations in deep networks and apply it to images as examples of continuous data. In chapter 4, I show how the proposed framework can be applied to a different modality of data. I show this framework can be applied on discrete data, text, with some minor modifications. In chapter 5, I conduct a user study to find out the usefulness of the contrastive explanation versus direct explanation vs no explanation at all. In this user study, I
measured the degree to which users can learn to predict the output of the network. This can be seen as a proxy to check if the explanations provided by the method is useful.
Chapter 2

Related Work

In this chapter we discuss different methods for interpretability. The two main modes of interpretability are example-based interpretability and model (as whole) interpretability. There are four main example-based explanations for general machine learning: counter-factual examples, adversarial examples, prototypes and influential instances (Molnar, 2019). In terms of techniques used to perform interpretability, the main ones are backpropagation, input perturbation and network visualizers. Note that these methods are not necessarily mutually exclusive. For other modes of interpretability, see (Molnar, 2019).
2.1 Terminology

- \( e \) explanation vector
- \( y \) class label
- \( I \) input image
- \( \text{ReLU}(a) = \max(0, a) \)
- \( \odot \) Hadamard or element-wise product
- \( w \) layer weights
- \( \text{CNN} \) convolutional neural network
- \( \text{AE} \) Auto-Encoder
- \( \text{VAE} \) Variational Auto-Encoder
- \( \text{GAN} \) generative adversarial network
- \( D \) given network
- \( G \) generator
- \( \phi(I, .) \) transform function
- \( R_\theta(.) \) regularizer
- \( N \) number of training samples
- \( M \) number of testing samples
- \( N_v \) number of validation samples

2.2 Why interpretability

The need of interpretability comes from two sources. The first one is how much the system is critical, meaning making a mistake has a high cost. In this situations, we need to know how the
blackbox comes into its decision before we can proceed. As an example, medical systems need interpretability. The second one is the problem itself is ill-posed, so, we cannot trust a single metric to evaluate it. A classic example if such a system is an image classification system which classifies Huskies and wolfs. Although the system may have a high accuracy, it may learned something different that the huskies and wolfs to predict its results. For instance, most of the wolf images are taken in snowy weather and system learned snow and not wolfs. This phenomena can show that the system is trained without enough validation/training examples to capture other modalities of the concept, here is wolf/Huski.

If one can can ensure that the machine learning model can explain decisions, you can also check the following traits more easily (Doshi-Velez, 2017)

- **Fairness**: Ensuring that predictions are unbiased and do not implicitly or explicitly discriminate against protected groups. An interpretable model can tell you why it has decided that a certain person should not get a loan, and it becomes easier for a human to judge whether the decision is based on a learned demographic (e.g., racial) bias.

- **Privacy**: Ensuring that sensitive information in the data is protected.

- **Reliability or Robustness**: Ensuring that small changes in the input do not lead to large changes in the prediction.

- **Causality**: Check that only causal relationships are picked up. Trust: It is easier for humans to trust a system that explains its decisions compared to a black box.
2.3 Model as a whole

This approach looks at the model as a whole and checks what features the model has learned (Oramas M et al., 2019; Zhang et al., 2019; Koh and Liang, 2017).

Oramas M et al. (2019), propose a method which automatically identify the relevant features for a set of classes, i.e., predicts each class as a sparse weighted representation of its activations. Using this approach, a model-level based explanation can be achieved. At the training time, they forward a batch of images into the network and record the l2 response of each channel of each layer, creating a vector $x_i$ for each image. Vector $l_i \in \{0, 1\}^C$ represents the class labels for each image and $Y = [l_1^T; \ldots; l_N^T]$ Then, they find a sparse combination of these responses which minimizes

$$W^* = \arg \min_W ||h^TW - Y^T||_F^2 \text{ s.t. } ||w||_1 \leq \kappa, \forall j = 1, \ldots, C$$ (2.1)

in which $h^T = [x_1; x_2; \ldots; x_N]$ and $\kappa$ controls the sparsity. This is the matrix form of the $\kappa$-lasso problem. This problem can be efficiently solved using the Spectral Gradient Projection method. After solving the $\kappa$-lasso problem, they have a matrix $W$ for which each non-zero element in $W$ represents a pair of network layer $p$ and filter index $q$ (within the layer) of relevance.

Zhang et al. (2019) presented a method to represent a CNN as a decision tree which clarifies the specific reason for each prediction made by the CNN at the semantic level i.e., the decision tree decomposes feature representations in high convolutional layers of the CNN into elementary concepts of object parts. To do so, they have the assumption that the CNN has learned this parts. This assumption is somewhat valid for well-studied architectures such as VGG but its not clear if it is still valid for other types of networks since most layers learn a mixture of textures and semantics. Also, the loss function does not work for networks with skip connection such as ResNet. They write $y$ as a
linear decision of the last convolutional layer, \( y = \sum_{i,j,d} g_{i,j,d} \cdot h_{i,j,d} (x) + b \) in which \( g = \frac{\partial y}{\partial h_N(x)} \) at the position of \((i,j)\) and d-th layer of the last convolutional map and, \( b = y - g \cdot h_N(x) \). To learn the tree, they used a greedy approach. The first layer is all the images of the desired category. To merge two nodes, they find the two closest nodes which have the closest prediction result and having a sparse set of connections between the last layer convolutional map and the last fully connected layer.

Koh and Liang (2017) presented a method to find the training examples which are responsible for a specific outcome off an input image. Since removing each training example and retrain the model to find out the weight of that specific example in the prediction is not feasible, they approximate this weight with influence function. The influence function can measure how much the parameters change if an example is slightly unweighted.

\[
\mathcal{I}_{up,loss}((I_{train}, y_{train}), (1, y)) = -\nabla_\theta L((1, y), \hat{\theta})^T H^{-1}_\theta \nabla_\theta L((I_{train}, y_{train}), \hat{\theta}) \tag{2.2}
\]

\[
\frac{d\hat{\theta}_{1,1_{train}}}{d\epsilon}_{|_{\epsilon=0}} = -H^{-1}_\theta (\nabla_\theta L(1, \hat{\theta}) - \nabla_\theta L(1)) \tag{2.3}
\]

The influence function requires computing the Hessian. Computing the Hessian is an extremely heavy operation, especially with models like deep neural networks with millions of parameters. Fortunately, we can skip computing the Hessian and instead directly compute the product of the Hessian with another vector efficiently. The two methods which have been discussed in the paper are Conjugate gradients and stochastic estimation.
2.4 Counter-factual Examples

Counter-factual examples, in general, do not have a very well defined definition. Here we present a few definitions from literature:

- If X had not occurred, Y would not have occurred (Wachter et al., 2018).
- Why X happened and why not Y happened (Pazzani et al., 2018)
- Why any counter-factual to X happened (Fong and Vedaldi, 2017)

Fong and Vedaldi (2017), presented a method for perturbing images and create a counter-factual example. They showed artifacts are informative since they explain part of the network behavior, characterizing other properties of the network requires careful calibration of the generality and interpretability of explanations. They want to check how much the classification score is going to change if a part of an image is deleted. Also, find the smallest subset of image which that if preserved, the classification score does not change much. They do this by finding a mask over the image as

\[
m^* = \arg \min_{m \in [0,1]^d} \lambda \left\| 1 - m \right\|_1 + D (\phi (x_0; m)) \tag{2.4}
\]

in which \(\phi (x; m)\) applies a transformation on image \(x\) based on mask \(m\). This transformation can be blurring, adding noise or changing the region into a constant color. \(\lambda\) encourages sparsity, means most of the mask to be turned off.

Chang et al. (2019) presented a method similar to that of Fong and Vedaldi (2017). The main two differences are a generator model to generate the transformed image and a prior on the mask. They modeled the mask as a Bernoulli distribution and optimize over its parameters using a discrete to continuous relaxation technique. For the generator, they used variational auto-encoders...
and GANs. The two loss functions they try to minimize are smallest deletion region (SDR) and smallest supporting region (SSR) (Dabkowski and Gal, 2017). They showed that using a generator model improves the bounding box localization in comparison to using heuristics such as blurring for generating reference image. Also, their method runs faster since they can sample different masks and run the method in parallel. Both of the aforementioned methods can be seen as in-painting methods which generates a non-targeted counter-factual.

Zhao et al. (2018b), tried try to generate natural looking adversarial examples by looking into the latent space of the images rather than input space. Optimizing directly in the input space can introduce pixel-wise noise into the image (Goodfellow et al., 2015). First, they learned a generative model using WGAN (Arjovsky et al., 2017). Then, they learned the inverter of the learned function. They do this by minimizing over the parameters of the inverter:

\[
\gamma = \arg \min_{\gamma} \| G(\gamma(I)) - I \| + \lambda \mathbb{E}_{z \sim p(z)} \left[ L(z, \gamma(G(z))) \right],
\]

(2.5)
in which \( L \) is \( l_2 \) distance between the latent vectors. Using this inverter \( \gamma \), the adversarial example can be found by

\[
I^* = G(z^*) \quad \text{where} \quad z^* = \arg \min_{z} \| z - \gamma(I) \| \quad \text{s.t.} \quad D(G(z)) \neq D(I).
\]

(2.6)

To perform the minimization, they proposed two search methods. The iterative one, perturbations of the initial \( z \) is chosen. Then, all the images of these perturbations are created, see which ones change the outcome of the classifier. If there are multiple of theses images, the one with the minimum distance to initial \( z \) is chosen. If such a \( z \) cannot be found, they increase the perturbation range by
some constant. They also presented a hybrid shrinkage algorithm to increase the efficiency. The advantage of this method is that it create a dense latent space which tries to copy the underlying image generation process and then finding the explanation in that space. Also, it can be used on discrete spaces such as text using an adverserially regularized autoencoder (Zhao et al., 2018a). The disadvantages are two things, first learning the generator and its inverter can be hard. The second problem is in constraints. Simply asking for an adversarial example that has a different outcome does not allow for a targeted attack, meaning, they cannot ask to change the outcome from 7 to 9, rather they can only ask to change the outcome of the D.

Dhurandhar et al. (2018) presented a method which aims to do two things. First, it finds a minimal amount of features that should be absent, i.e., remain background) in the input to prevent the classification result from changing. Second, it finds a minimal amount of features in the input that are sufficient in themselves to yield the same classification

\[
\min_{\delta \in \mathcal{X} / \delta} \lambda_1 f^\text{neg}_\kappa (I, \delta) + \lambda_2 ||\delta||_1 + ||\delta||_2 + \lambda_3 ||I + \delta - AE(I + \delta)||^2_2
\]

\[
f^\text{neg}_\kappa (I, \delta) = \max \left\{ [D(I + \delta)]_{y_{\text{probe}}} - \max_{i \neq y_{\text{probe}}} [D(I + \delta)]_i, -\kappa \right\}
\]

\[
\min_{\delta \in \mathcal{X} / \delta} \lambda_1 f^\text{pos}_\kappa (I, \delta) + \lambda_2 ||\delta||_1 + ||\delta||_2 + \lambda_3 ||\delta - AE(\delta)||^2_2
\]

\[
f^\text{pos}_\kappa (I, \delta) = \max \left\{ [-D(\delta)]_{y_{\text{probe}}} + \max_{i \neq y_{\text{probe}}} [D(\delta)]_i, -\kappa \right\}
\]

in which AE is a autoencoder. To solve the equation 2.7, they used fast iterative shrinkage-thresholding algorithm. This method is an efficient solver for optimization problems involving L1 regularizer.

Zhou et al. (2016), used a global average pooling layer to increase the localization ability of the network which is trained using images with weak labels, i.e., only the label is given to the
network and not the location of the objects. The global average pooling layer must be inserted after the last convolutional layer and before the softmax layer during training. It outputs the spatial average of the feature map of each unit at the last convolutional layer. At testing time, they record $h_k(x, y)$, which is the activation of the $k$-th unit at location $(x, y)$. As a result, the contribution of the $k$-th unit is $\sum_{x,y} h_k(x, y)$. To get the localization map for class $c$, they compute $\sum_{x,y} \sum_k (k) w^k_c h_k(x, y)$ and project it back onto the input image using upsampling methods. This method produces good quality localization heat maps but the network must have a specific architecture during training which is having average pooling layer. Also, they can utilize the backpropagated signal to further refine the maps which was addressed by Selvaraju et al. (2017).

Selvaraju et al. (2017) presented a method which uses the gradient flow to the last convolutional layer to measure the importance of each neuron. First, the feature maps are computed by using a global average pooling layer. Second, the derivative of the class with respect to these feature maps are taken:

$$\beta^c_k = \frac{1}{Z} \sum_i \sum_j \frac{\partial y_c}{\partial A_{ij}^k}$$  (2.8)

$$e_{Grad-CAM} = ReLU(\sum_k \beta^c_k A^k)$$

in which $\beta^c_k$ is the weight of the $c$-th class of the $k$-th convolutional layer. To further improve their results, they combined Guided Back-propagation (Springenberg et al., 2015) with their results in the following way

$$e_{GuidedGrad-CAM} = I \odot e_{Grad-CAM} \odot e_{Guided-BP}$$  (2.9)

which is the combination of the Grad-CAM explanation and guided backpropagation (Springenberg et al., 2015).
Dabkowski and Gal (2017) tried to train a masking model which changes the classifier’s score by masking the salient parts. First, they defined two measures of saliency: smallest sufficient region (SSR) and smallest destroying region (SDR). SSR is the smallest input region that could be removed and swapped with alternative reference values in order to minimize the classification score. In the same manner, SDR is the smallest input region that could substituted into a fixed reference input in order to maximize the classification score. The loss over a mask \( M \) is defined as

\[
L(M) = \lambda_1 TV(M) + \lambda_2 AV(M) - \log(D(\phi(I, M))) + \lambda_3 D(\phi(I, 1 - M))^{\lambda_4}
\]

In which TV is total variation loss and AV is average loss. They used a U-Net (Ronneberger et al., 2015) structure to train the masks. To prevent the model for overfitting to a single evidence removal, they proposed the following scheme. They used two different transformation functions, \( \phi_1(.) \), \( \phi_2(.) \). In half of the cases, they used \( \phi_1(.) \) which is a blurred version of the input and in the other half they used a random color image with Gaussian noise. This scheme improved the quality of the masks produced.

In (Simonyan et al., 2014), a method has been presented which tries to numerically generates an image \( \hat{I} \) which is representative of the probe class in terms of \( y_{probe} \). So, the \( \hat{I} \) can be found as:

\[
\hat{I} = \arg \max_I [D(I)]_c - \lambda ||I||_2^2
\]

and choose zero image for the initial point. To get the specific saliency map for a given image \( I \), they backpropagate the loss to the image, assuming the first order Taylor expansion of the network. This
can be written as $\frac{\partial D_{c}}{\partial I}|_{I=1}$. This method is very similar to (Zeiler and Fergus, 2014) except they treat ReLU without modification.

In (Springenberg et al., 2015), the authors presented a method called guided back propagation. They modified the back-propagation rule for ReLU function. The rest is similar to (Simonyan et al., 2014). Is summary, the last three methods can be summarize as:

\begin{align*}
    h^{l+1}_i &= \text{ReLU}(h^l_i); \quad R^{l+1}_i = \frac{\partial L}{\partial h^{l+1}_i} \\
    \text{backprop} &= R^l_i = (h^l_i > 0)R^{l+1}_i \\
    \text{guidedbackprop} &= (h^l_i > 0)(R^{l+1}_i > 0)R^{l+1}_i \\
    \text{deconv} &= (R^{l+1}_i > 0)R^{l+1}_i
\end{align*}

Yosinski et al. (2015), provided a tool to inspect each neuron and see how to reacts to any input image. They showed that the early neurons are specialized in low level features such as edges while higher level neurons more specialized to represent a concept such as flower or dog. To do the visualization over the input image, they proposed the following optimization problem which is the general version of (Simonyan et al., 2014):

\begin{equation}
    I^* = \arg \max_I (\alpha_i(I) - R_\theta(I))
\end{equation}

in which $\alpha_i(I)$ is the output of a layer or equivalently, output of the model $D$. $R_\theta(I)$ applies regularization on the images such as $L_2$ decay, Gaussian blur, clipping pixels with small norms and clipping pixels with small contribution. Although this kind of approaches can be used to check inside the network, they are not of that much use when it comes to deep structures with thousands of
neurons to inspect.

Mahendran and Vedaldi (2015), tried to find an explanation by inverting a representation:

\[
I^* = \arg\min_{I \in \mathbb{R}^{H \times W \times \text{channels}}} ||\phi(\beta I) - \phi_0||_2^2/||\phi_0||_2^2 + \lambda \mathcal{R}_{V^\beta}(I) + \lambda_\alpha \mathcal{R}_\alpha(I)
\]

\[
\mathcal{R}_{V^\beta}(I) = \sum_{i,j} ((I_{i,j+1} - I_{i,j})^2 + (I_{i+1,j} - I_{i,j})^2)^{\frac{\beta}{2}}
\]

\[
\mathcal{R}_\alpha(I) = ||I||_\alpha
\]

in which \(\phi_0\) is the representation to be inverted, \(\mathcal{R}_{V^\beta}(I)\) is total variation loss, and \(\beta\) is the average Euclidean norm of images in the training set. They proposed a Total Variation regularizer. Also, they showed how to implement DeepSIFT and HOG in a CNN so, their gradients can be computed.

D to label them as negative or positive evidence. At the end, by using K-Lasso method, they find \(k\) related

Ribeiro et al. (2016) proposed a method which interprets individual model predictions based on locally approximating the model around a given prediction in lower dimensions. They find a linear model around the samples in the lower dimension and treat the weights as interpretable components. For images, this can be achieved by representing an image as superpixles, i.e., projection to a lower dimension and interpretable space. We call this version, \(I'\). A mapping converts the binary vector of this interpretable version back into the original space. For images, it is the mapping that keeps the superpixel if its value is 1 and replaces the superpixel with the average of its neighbors if the value is 0. The explanation can be found as

\[
e = \arg\min_{g \in \mathcal{G}} L(D, g, \pi') + \mathcal{R}(g).
\]
Faithfulness of the explanation model to the original model is enforced through the loss function $L$ over a set of samples in the simplified input space weighted by the local kernel $\pi_{I'}$. The regularization term $R$ tries to keep the model simple. For instance, it can be depth of the tree for decision trees or a penalty over sparse linear models.

In Samek et al. (2017) a method for layer-wise backpropagation in presented which can handle nonlinearities such as layer renormalization. The aim is to assign each pixel a relevance score such that $D(I) \approx \sum_p R_p^1$. Assume the relevance of neuron $i$ at layer $l$ is:

$$R^l_i = \sum_{j \in (l+1)} R^l_{i \leftarrow j}$$ (2.16)

This equation defines the propagation of relevance from layer $l+1$ to the $l^{th}$ layer. The paper defines few rules to compute the relevance such as $R^l_{i \leftarrow j} = h_{i,j} R^{l+1}_j$.

In Ren et al. (2018), authors proposed a method which can reweigh training examples to make the network more robust to adversarial examples. One prerequisite of this method is the availability of an unbiased and clean dataset. To find the weights, they need to solve:

$$\theta^*(\beta) = \arg \min_{\theta} \sum_i \beta_i D(I_i, \theta)$$ (2.17)

in which $\beta$s can bee seen as hyper parameters to be learned from validation examples $I^v$:

$$\beta^* = \arg \min_{\beta, \beta \geq 0} \frac{1}{M} D(I^v, \theta^*)$$ (2.18)

To avoid having a nested loop for the optimization part, they followed the approach of (Koh and Liang, 2017)
In Bau et al. (2017), the authors has been proposed a method which identifies the semantics of hidden units and align them with concepts that are interpretable for humans. They also examined the effects of training techniques such as batch normalization and dropout on the interpretability. They measure a disentangled representation i.e., alignment between single units and interpretable concepts. To quantify the interpretability of a layer, they count the number of distinct visual concepts that are aligned with a unit in the layer. Using this approach, the proposed method does not rely on backpropagation or any training and can be computer using a forward pass. The concepts are drawn from Broaden dataset. For every image $I$ in the dataset, they compute the activation map $A_k(I)$. Then, thresholding the activation maps and resizing it to the size of input, gives a mask. To measure how much the concepts are aligned, they used the intersection over union measure (IoU). They also showed that interpretable units emerge because learning converges to a special basis that aligns explanatory factors with individual units. They showed different conditions in training phase changes the interpretability measure which is the number of unique detectors. While different initializations result in almost same interpretability, having dropout units emerges the neurons with more textures than object detectors. Batch normalization drops the interpretability measure based on their experiments.
Chapter 3

CDeepEx

In this chapter we propose a method which can visually explain the classification decision of deep neural networks (DNNs). Many methods have been proposed in machine learning and computer vision seeking to clarify the decision of machine learning black boxes, specifically DNNs. All of these methods try to gain insight into why the network “chose class A” as an answer. Humans search for explanations by asking two types of questions. The first question is, “Why did you choose this answer?” The second question asks, “Why did you not choose answer B over A?” The previously proposed methods are not able to provide the latter directly or efficiently.

We introduce a method capable of answering the second question both directly and efficiently. In this work, we limit the inputs to be images. In general, the proposed method generates explanations in the input space of any model capable of efficient evaluation and gradient evaluation. It does not require any knowledge of the underlying classifier nor use heuristics in its explanation generation, and it is computationally fast to evaluate. We provide extensive experimental results on three different datasets, showing the robustness of our approach, and its superiority for gaining
insight into the inner representations of machine learning models. As an example, we demonstrate our method can detect and explain how a network trained to recognize hair color actually detects eye color, whereas other methods cannot find this bias in the trained classifier.

In summary, the existing approaches in literature have at least one of the following downsides.

I They are not always applicable since they need specific layers or architecture (Zhou et al., 2016; Selvaraju et al., 2017).

II They use heuristics during backpropagation to generate explanations (Springenberg et al., 2015; Zeiler and Fergus, 2014).

III They need of a set of probe images or concepts which may not be available or cannot be easily obtained (Shrikumar et al., 2017).

IV They need network alteration to record the activations (Zeiler and Fergus, 2014; Bau et al., 2017; Shrikumar et al., 2017).

V They need of considerable amount of computational time to provide an explanation (Zintgraf et al., 2017; Ribeiro et al., 2016).

VI By learning an explanation network, they are trained to produce the explanations we desire, rather than faithful explanations of the network’s function (Park et al., 2018).

We have replaced these downsides (assumptions, heuristics, probe images, or other black-boxes) with a generative latent-space model (built with a GAN or VAE, AE). We submit this latent-space model imposes less bias on the explanations, while still providing a human-understandable explanation. The unbiased, true explanation for any classification is the (long) sequence of calculations performed. For human understanding, these must be filtered through some type of lens.
We believe the latent input space is a natural bridge between the network’s understanding and the human’s understanding, as it is common data (or language) to both, unlike raw pixels or activation values (which are natural for the network, but not for the human). Other bridges, like natural language or scene objects, require assumptions about how the network works (which call into question whether the explanation is valid) or training up other networks to make the bridge. While we also require another network, there is less bias imposed by modeling the space of natural images than by modeling the mapping from neural network concepts to natural language or other higher-level concepts.

Our lens, of the latent-space parameterization of the input domain, can be trained on completely different data than that used for the classifier to be analyzed (see Section 3.2.6), can be shared across multiple classifiers with the same input domain (thus providing a standard testing tool), and can be improved and tested externally and independently from the classifier-to-be-analyzed. We further show experiments demonstrating that the generative model does not project its own training set (see Section 3.2.5) onto the explanations for a network trained on different data.

### 3.1 Proposed Method

First, we introduce the notation used in this work in Section 3.1.1. Then, in Section 3.1.2, we describe how to learn a latent space capable of generating natural looking images similar to the input space. Last, in Section 3.1.4, we describe our method on how to generate explanations from the latent representation of input space. The overall framework is summarized in Procedure 1 and Figure 3.1.
3.1.1 Terminology

\( D : \mathbb{R}^n \rightarrow \mathbb{R}^c \) is the given discriminator network, for which we want to generate explanations. \( G : \mathbb{R}^k \rightarrow \mathbb{R}^n \) generates natural looking images in the input domain. It should be able to generate images similar to those being queried, but need not be directly related to \( D \). \( \mathbf{I} \in \mathbb{R}^n \) is the input image; \( z \in \mathbb{R}^k \) is a latent variable; and \( \mathbf{I}_z \) is the output of \( G \), i.e. \( \mathbf{I}_z = G(z) \). \( y_{\text{true}} \) is the label produced by \( D \) for image \( \mathbf{I} \), and \( y_{\text{probe}} \) is the class label for the class of interest. Note that \( y_{\text{true}} \) may not be the true label from an accuracy point-of-view, but it is the true label produced by the discriminator network \( D \) (compared with \( y_{\text{probe}} \) which is a counter-factual label not actually produced by \( D \)).

Thus, the question we would like to answer is “Why did \( D \) produce label \( y_{\text{true}} \) and not label \( y_{\text{probe}} \) for input \( \mathbf{I} \)?”

**Procedure 1** Generating the explanation on given \( D \) and \( \mathbf{I} \)

1: Learn a function \( G : \mathbb{R}^k \rightarrow \mathbb{R}^n \) \( \text{See 3.1.2} \)
2: Find a representation for input \( \mathbf{I} \) using procedure 2
3: Find \( z_0 \) from Equation 3.2
4: Return the explanation \( G(z_0) - G(z_e) \)

**Procedure 2** Getting latent representation on the input \( \mathbf{I} \)

1: \textbf{procedure} \textsc{Learn} \( z_0 \) (\( G, \mathbf{I}, \lambda, \ell(\cdot) \))
2: \( z_0 \sim \mathcal{N}(0, 1) \)
3: \textbf{while} \( G(z_0) \not\approx \mathbf{I} \) \textbf{do}
4: \( z_0 \leftarrow z_0 - \lambda \nabla_z \ell(\mathbf{I}, G(z)) \)
5: \textbf{end while}
6: \( \Delta z_0 = G(z_0) - \mathbf{I} \)
7: \textbf{return} \( z_0, \Delta z_0 \)
8: \textbf{end procedure}
3.1.2 Learning the Input Distribution

The question “why not class y_probe?” implies a query image about which the question is being asked. We need to capture the manifold of natural looking images similar to this input to be able to answer this question in a meaningful way for a human. Learning a compact manifold enables us to move along this manifold instead of directly optimizing in the input space of raw pixels.

There are different ways to find this mapping including variational auto encoders (VAEs) (Kingma and Welling, 2014) and generative adversarial networks (GANs) (Goodfellow et al., 2014). In this work, we use GANs and VAEs to map latent space into input space. We used the method proposed by Arjovsky et al. (2017) to train the GAN. The structure of the networks is similar to that proposed by Radford et al. (2015).

3.1.3 Why not backprop directly

If we directly backpropagate the loss onto the image, the explanation will be on pixel level. This kind of explanation is hard to follow since pixels can be highlighted from different part of the
image which makes it unnatural. To alleviate this, we slide windows with different sizes and choose the windows which have the largest average change of the loss function. See Figure 3.2.

### 3.1.4 Generating Explanations

First, we need to find an initial point in the latent space which represents the input image, i.e., $G(z_0) \approx I$. If $G$ was generated by a VAE, this can be done by feeding $I$ into the encoder half of the VAE. If $G$ was generated by a GAN, we find this initial point by solving $z_0$ as

$$z_0 = \arg \min_z \ell(G(z), I)$$

in which $\ell(.)$ is a suitable loss function, e.g. $||.||_2$ distance for images.

Since the generated image $G(z)$ may be classified into a different class by the discriminator, we add a bit of the misclassification cost of for $F$ to our loss function to insure that the resulting image not only looks similar, but is also classified the same way as $I$ by $D$. We only add this extra cost for the GAN generators. As the final fit will not be exact, we define $\Delta z_0$ to be the residual error: $\Delta z_0 = G(z_0) - I$. This residual makes the latent space generated image exactly equal to the input image. See Procedure 2 for more details.

Next, we find a change in latent space for which the change in the input space explains why, for this particular image, class $y_{\text{probe}}$ is not the answer. In particular, we seek the closest point (in the latent space of $z$) for which $y_{\text{probe}}$ would be equally likely as $y_{\text{true}}$, and all other classes are less probable. This is a point which is most like the input, yet would be class $y_{\text{probe}}$. Thus, the answer to the question is, “It is not like this.”
<table>
<thead>
<tr>
<th>Original Image</th>
<th>Simple Back Prop.</th>
<th>Contrastive Back Prop.</th>
<th>Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Original Image" /></td>
<td><img src="image2.png" alt="Simple Back Prop." /></td>
<td><img src="image3.png" alt="Contrastive Back Prop." /></td>
<td><img src="image4.png" alt="Regions" /></td>
</tr>
<tr>
<td><img src="image5.png" alt="Original Image" /></td>
<td><img src="image6.png" alt="Simple Back Prop." /></td>
<td><img src="image7.png" alt="Contrastive Back Prop." /></td>
<td><img src="image8.png" alt="Regions" /></td>
</tr>
<tr>
<td><img src="image9.png" alt="Original Image" /></td>
<td><img src="image10.png" alt="Simple Back Prop." /></td>
<td><img src="image11.png" alt="Contrastive Back Prop." /></td>
<td><img src="image12.png" alt="Regions" /></td>
</tr>
</tbody>
</table>

Figure 3.2: First column shows the input image and the second most probable class. The second and third columns show the effect of the explanation if the loss function directly backpropagated to the image space. The last column shows the results of sliding a window over the pixels and select the regions with the most average change.
To do so, we solve a constrained optimization problem:

\[
\mathbf{z}_e = \arg \min_{\mathbf{z}} \left\| \mathbf{z} - \mathbf{z}_0 \right\|^2_2
\]

s.t. \( \text{llh} \left( D(\mathbf{l}_{\mathbf{z}, \mathbf{z}_0}), y_{\text{true}} \right) - \text{llh} \left( D(\mathbf{l}_{\mathbf{z}, \mathbf{z}_0}), y_{\text{probe}} \right) = 0 \)

\[
\text{llh} \left( D(\mathbf{l}_{\mathbf{z}, \mathbf{z}_0}), y_{\text{true}} \right) - \text{llh} \left( D(\mathbf{l}_{\mathbf{z}, \mathbf{z}_0}), y' \right) \leq \epsilon \quad (3.2)
\]

\[
\text{llh} \left( D(\mathbf{l}_{\mathbf{z}, \mathbf{z}_0}), y_{\text{probe}} \right) - \text{llh} \left( D(\mathbf{l}_{\mathbf{z}, \mathbf{z}_0}), y' \right) \leq \epsilon
\]

\[ \forall y' \neq y_{\text{true}}, y' \neq y_{\text{probe}} \]

in which \( \mathbf{l}_{\mathbf{z}, \mathbf{z}_0} = G(\mathbf{z}) + \Delta \mathbf{z}_0 \) and \( \text{llh}(f, y) \) is log-likelihood of class \( y \) for classifier output \( f \). Our visual explanation is the difference between \( \mathbf{l} \) and \( \mathbf{l}_{\mathbf{z}_e, \mathbf{z}_0} \).

The first constraint forces the explanation to be on the boundary of the two classes. However, because \( D \) is complex, this can lead to solutions in which the likelihood of \( y_{\text{probe}} \) and \( y_{\text{true}} \) are equal, but another class has an even higher likelihood. To overcome this, we impose the last two constraints which enforce that the class produced by \( D \) and the probe class remain the most likely. We further illustrate the necessity of these constraints in Section 3.2.

**Optimization Method** Using the method of augmented Lagrangian multiplier, we can convert the constrained optimization problem into a series of unconstrained ones. Complete details of the optimization procedure can be found in (Bertsekas, 1999). In summary, we convert Equation 3.2 into
the augmented Lagrangian

\[ L_c (\mathbf{z}, \lambda, \mu) = ||\mathbf{z} - \mathbf{z}_0||^2_2 \] (3.3)

\[ + \lambda^T h (\mathbf{z}, y_{true}, y_{probe}) + \frac{c}{2} ||h (\mathbf{z}, y_{true}, y_{probe})||^2_2 \]

\[ + \frac{1}{2c} \sum_{y' \neq y_{true}, y' \neq y_{probe}} \left\{ \left( \max \left\{ 0, \mu_{y'} + ch (\mathbf{z}, y_{true}, y') \right\} \right)^2 - \mu^2_{y'} \right\} \]

\[ + \frac{1}{2c} \sum_{y' \neq y_{true}, y' \neq y_{probe}} \left\{ \left( \max \left\{ 0, \tilde{\mu}_{y'} + ch (\mathbf{z}, y_{probe}, y') \right\} \right)^2 - \tilde{\mu}^2_{y'} \right\} \]

where

\[ h(\mathbf{z}, y_1, y_2) = llh (D(\mathbf{1}_{z, z_0}), y_1) - llh (D(\mathbf{1}_{z, z_0}), y_2) = 0 \]

and \( \lambda, \mu_{y'}, \) and \( \tilde{\mu}_{y'} \) are Lagrange multipliers for the constraints of Equation 3.2.

We solve the constrained optimization problem by solving a series of unconstrained optimizations of Equation 3.3 for a series of \( c \) values. Each individual optimization we solve with standard gradient descent. The update rule for \( c \) is

\[ c^{k+1} = \begin{cases} \beta c^k & \text{if } ||h (\mathbf{z}^k, y_{true}, y_{probe})|| > \gamma ||h (\mathbf{z}^{k-1}, y_{true}, y_{probe})|| \\ c^k & \text{otherwise} \end{cases} \] (3.4)

in which \( \gamma \) is 0.24, \( \beta \) is 1.01 and initial value of \( c \) is 1.
3.2 Experimental Results

We compared our method, contrastive deep explanation (CDeepEx), with those of Ribeiro et al. (2016); Selvaraju et al. (2017); Zintgraf et al. (2017); Samek et al. (2017). Some of these methods try to answer the question “why class A?” instead of our contrastive question. However, it would be natural to try use the difference of the answers to “why class A?” and “why class B?” as a contrastive answer. Thus, we compare to them to demonstrate the need for a different method to answer these contrastive questions.

First, we tested these methods on two datasets: MNIST (LeCun et al., 1998) and fashion-MNIST (Xiao et al., 2017). Although MNIST seems to be a very simple dataset, it has its own challenges when it comes to contrasting two outputs. This dataset has ambiguities that are hard even for humans to identify. We also expect the reader to has prior knowledge of the digits (compared to, perhaps, birds or skin cancers), thus making the results easier to interpret. We conducted experiments using two different generative models (GANs) and Variational Auto Encoders (VAEs). We show that our method works well regardless of the choice of the generator.

3.2.1 MNIST

In this section, we find explanations for contrasting categories using our method (CDeepEx), Lime (Ribeiro et al., 2016), GradCam (Selvaraju et al., 2017), PDA (Zintgraf et al., 2017), LRP Samek et al. (2017) and xGEMs (Joshi et al., 2018). The network architecture for $D$ is similar to that used by the original MNIST papers, consisting of two sets of Conv/MaxPool/ReLU layers following
Figure 3.3: Generated explanations for MNIST for examples correctly classified by the network. The input image is in gray. Red indicates regions that should be added and blue regions that should be removed (to move from the true/predicted label to the probe label). Thus, the absence of the red regions and the presences of the blue regions explain why the input is the true label and not the predicted label.

4 vs. 9 6 vs. 5 7 vs. 9 1 vs. 6 9 vs. 8

Figure 3.4: Comparison of CDeepEx to xGEMs. Colors are as in Figure 3.3. Please check Figure 3.6 for more qualitative results.
Figure 3.5: Examples of the optimization path for Equation 3.2. CDeepEx is our method. xGEMs is very similar, but without the last pair of constraints. The goal is to find a \( z \) such that \( G(z) \) is maximally confused between the two classes. (a) Examples from \( G(z) \) along the optimization path of \( z \). For the first two examples, we used a GAN as a generative model. For the rest of the examples, we used a VAE as the generator. The Figure shows our approach works better regardless of the choice for the generator model. (b) Average class likelihood from \( D(G(z)) \) for all examples (probe is second-most-likely class). Both demonstrate that without the constraints (xGEMs), the optimization finds an example for which the true and probe likelihoods are equal, but another class has an even higher likelihood. Our method (CDeepEx) with the constraints keeps the explanation targeted to the true and probe classes.
Figure 3.6: Additional experiments comparing our method using a GAN or a VAE with xGEMs. The multiple columns for the GAN methods are for different random starting points for $z_0$. 

<table>
<thead>
<tr>
<th>Input</th>
<th>CDEEx $z_1$</th>
<th>CDEEx $z_2$</th>
<th>CDEEx $z_3$</th>
<th>CDEEx VAE</th>
<th>xGEMs $z_1$</th>
<th>xGEMs $z_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 vs. 6</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>0 vs. 6</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
<tr>
<td>2 vs. 0</td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
<td><img src="image15" alt="Image" /></td>
<td><img src="image16" alt="Image" /></td>
<td><img src="image17" alt="Image" /></td>
<td><img src="image18" alt="Image" /></td>
</tr>
<tr>
<td>2 vs. 7</td>
<td><img src="image19" alt="Image" /></td>
<td><img src="image20" alt="Image" /></td>
<td><img src="image21" alt="Image" /></td>
<td><img src="image22" alt="Image" /></td>
<td><img src="image23" alt="Image" /></td>
<td><img src="image24" alt="Image" /></td>
</tr>
<tr>
<td>2 vs. 3</td>
<td><img src="image25" alt="Image" /></td>
<td><img src="image26" alt="Image" /></td>
<td><img src="image27" alt="Image" /></td>
<td><img src="image28" alt="Image" /></td>
<td><img src="image29" alt="Image" /></td>
<td><img src="image30" alt="Image" /></td>
</tr>
<tr>
<td>3 vs. 5</td>
<td><img src="image31" alt="Image" /></td>
<td><img src="image32" alt="Image" /></td>
<td><img src="image33" alt="Image" /></td>
<td><img src="image34" alt="Image" /></td>
<td><img src="image35" alt="Image" /></td>
<td><img src="image36" alt="Image" /></td>
</tr>
<tr>
<td>3 vs. 7</td>
<td><img src="image37" alt="Image" /></td>
<td><img src="image38" alt="Image" /></td>
<td><img src="image39" alt="Image" /></td>
<td><img src="image40" alt="Image" /></td>
<td><img src="image41" alt="Image" /></td>
<td><img src="image42" alt="Image" /></td>
</tr>
<tr>
<td>4 vs. 9</td>
<td><img src="image43" alt="Image" /></td>
<td><img src="image44" alt="Image" /></td>
<td><img src="image45" alt="Image" /></td>
<td><img src="image46" alt="Image" /></td>
<td><img src="image47" alt="Image" /></td>
<td><img src="image48" alt="Image" /></td>
</tr>
<tr>
<td>4 vs. 6</td>
<td><img src="image49" alt="Image" /></td>
<td><img src="image50" alt="Image" /></td>
<td><img src="image51" alt="Image" /></td>
<td><img src="image52" alt="Image" /></td>
<td><img src="image53" alt="Image" /></td>
<td><img src="image54" alt="Image" /></td>
</tr>
<tr>
<td>7 vs. 2</td>
<td><img src="image55" alt="Image" /></td>
<td><img src="image56" alt="Image" /></td>
<td><img src="image57" alt="Image" /></td>
<td><img src="image58" alt="Image" /></td>
<td><img src="image59" alt="Image" /></td>
<td><img src="image60" alt="Image" /></td>
</tr>
<tr>
<td>8 vs. 0</td>
<td><img src="image61" alt="Image" /></td>
<td><img src="image62" alt="Image" /></td>
<td><img src="image63" alt="Image" /></td>
<td><img src="image64" alt="Image" /></td>
<td><img src="image65" alt="Image" /></td>
<td><img src="image66" alt="Image" /></td>
</tr>
<tr>
<td>9 vs. 7</td>
<td><img src="image67" alt="Image" /></td>
<td><img src="image68" alt="Image" /></td>
<td><img src="image69" alt="Image" /></td>
<td><img src="image70" alt="Image" /></td>
<td><img src="image71" alt="Image" /></td>
<td><img src="image72" alt="Image" /></td>
</tr>
</tbody>
</table>
Figure 3.7: Explanations for “why not 8?” for a network trained on data in which every 8 has a small square in the upper-left corner.

by two fully connected layers. The input is resized to 64x64. The kernel size for each convolution layer is 5x5 and the first fully connected layer is 3380x50.

GradCam, Lime and LRP were not designed to answer this type of question directly. However, these methods could be shoe-horned into trying to answer the question of “why A and not B?” and so we figured we should demonstrate that they were not sufficient and that a new method (like ours) was necessary. Therefore, we generate the explanation by first extracting the explanations for the true and probe classes. Then we assign different weights to each of these explanations and subtract them from each other. If imposing this explanation on the input image decreases the network probability for the true class and increases it for the probe class, we keep this explanation. The weights for the probe explanation we used are from 0.005 to 2 with increments of 0.005. The final explanation is the average of all the maps that satisfies the mentioned condition. We tried multiple other methods to contrast the explanations of the true and probe classes and this method produced the best and most reliable results, although clearly GradCam and Lime were not designed for this scenario.

GAN structure follows the guidelines of (Radford et al., 2015). It has 5 set of ConvTranspose2d/BatchNorm2d/ReLU operations. The size of z is 100. The VAE has four convolutional layers
and two fully connected layers, one for $\mu$ and one for $\sigma$. The size of the latent code is 400 for each of the mean and standard deviation.

**General Comparisons**  Figure 3.3 shows explanations generated using CDeepEx, PDA, GradCam, Lime and LRP. We trained the discriminator on the unmodified MNIST dataset with a resulting success rate of 99% in testing phase. For testing examples, we asked why the output was not the second-highest likelihood class. (That is the probe class is the second-most likely class, according to the classifier.)

The first example shows why $D$ believes the class to be a 4 and not a 9. Our method shows that this is because the gap on the top of the digit is not closed. The second row is the explanation for why a 0 and not a 6. The only meaningful explanation is generated from CDeepEx: because the circle is thicker and the top extending line is not more pronounced. The third row is for why a 5 and not a 6. Although Lime shows that the opening gap would have to be closed, it produces many other changes that detract from the central reason. For the last row, the only correct explanation for why a 3 and not an 8 comes from our method. Note that GradCam and Lime were not designed for this type of explanation, but we tried hard to find the best way to make contrasting explanations from their single-class explanations (see above).

**Comparisons to xGEMs and Optimization**  In the next experiment, we show the importance of having the constraints in the optimization and how it affects the explanation compared to xGEMs. In Figure 3.4, we compare our results with our implementation of xGEMs. The primary difference between the methods is the last two sets of constraints in Equation 3.2 (which are present in our method, but lacking from theirs). This Figure shows that without the constraints, the explanation are
not correct or are of worse quality, compared to explanations with constraints.

To illustrate why, in Figure 3.5 we show the optimization path to find the explanation, with (CDepEx) and without (xGEMs) constraints. The program has a non-linear objective with non-linear constraints, so the path is particularly important, as we will not (generally) find the global optimum. Without the constraints, the found z results in equal likelihood for $y_{true}$ and $y_{probe}$, but a third class consistently has even higher likelihood, thus generating an explanation more suitable to this third class than the requested probe class. This is typical for xGEMs and explains the xGEMs row of Figure 3.4, where frequently a third random class is superimposed on the explanation.

Figure 3.6 provides additional experiments showing that the results are reasonably stable with respect to the initialization point for the GAN generator.

To illustrate why, in Figure 3.5, we show the optimization path to find the explanation, with (CDepEx) and without (xGEMs) constraints. The program has a non-linear objective with non-linear constraints, so the path is particularly important, as we will not (generally) find the global optimum. We use an augmented Lagrangian method for the optimization (Bertsekas, 1999, Section 4.2). Without the constraints, the found z results in equal likelihood for $y_{true}$ and $y_{probe}$, but a third class consistently has even higher likelihood, thus generating an explanation more suitable to this third class than the requested probe class.

### 3.2.2 Biased MNIST

To test to see if our method could provide clear explanations of the bias of a classifier, we trained a network with the same structure as the previous experiments, but on modified data. In this experiment we added a 6x6 gray square to the top left of all the images for class “8.” If tested on the true data (without the modifications), the network only recognizes 5% of the 8s correctly. Also, if we
add the square to all the testing images, the network recognized 77% of other classes as “8.”

We then compare our method to others in explaining the predictions of this biased network. Our results are shown in Figure 3.7. Our method is clearly able to articulate that adding a square in the upper left makes something an 8, whereas the other methods are not able to find this undesirable bias of the network.

### 3.2.3 Fashion MNIST

We trained two different networks for $D$ on the Fashion MNIST dataset: Vgg16 (Simonyan and Zisserman, 2015) and ResNet101 (He et al., 2016). The testing accuracy for both networks is 92%. For the generating network, $G$, we used the structures and learning method presented by Arjovsky et al. (2017) with latent space of size 200. We then illustrate our method’s ability to gain insight into the robustness of the classifiers through contrastive explanations. The generator network’s structure is the same as the MNIST’s generator network’s structure.

Figure 3.8 shows the generated explanations with and without constraints. Comparing CDeepEx with xGEMs, we can see the importance of the constraints. Without them (xGEMs), the results refer to other irrelevant classes.
Using CDeepEx, it is clear that Vgg16 learned more general concepts than ResNet101. The first column shows that ResNet101 learned very subtle differences on the surface of the T-shirt to distinguish it from a (long-sleeved) shirt. By contrast, Vgg16 understands removing the short sleeves makes the appearance of a shirt with long sleeves. In the “trousers vs. coat” example, ResNet101 believes that adding a single sleeve will change the trouser into a coat, while Vgg16 requires both sleeves.

### 3.2.4 CelebA Dataset

We ran experiments on the CelebA dataset Liu et al. (2015). We trained Vgg16 network on a subset of the images with target labels of “blonde female,” “dark-haired male,” and “dark-haired female.” (There were not sufficient numbers of blonde males in the training set.) The resulting classifier achieves 95% accuracy. For the generator network, we trained an auto encoder (AE) to generate images. The encoder consists of five convolutional layers with kernel size of 3 and stride of 2. The number of filters for each layer are 16, 64, 128, 256, 512, and 1024. We perform a ReLU operation after forwarding through each layer.

We asked questions about why the network chose hair color it did, and not the other hair color for the same gender. Our goal is to discover if if the network learned the correct concept class. It should be noted that the images have weak labels, possibly causing the network to learn features that are correlated to the provided features. As long as the network has learned consistent set of features, we are able to find reasonable explanations for its decisions.

The right column of Figure 3.9 shows that xGEMs produces an explanation that covers
Figure 3.9: CDeepEx vs xGEMs experiments. The top row is the result of a query “why is the person not dark-haired?” on a blonde female. We see that the network pays more attention to the eye color than the hair color. In the second row, the probe class is blonde and true class is dark-haired, for the inverse query. We can see generated explanations from xGEMs and CDeepEx disagree over the “sign” of change in the eyes.

most of the face. It is not very specific. This is because it is missing the necessary constraints to keep the explanation just between the classes of blonde females and dark-haired females. It produces explanations that change the result to male (changing the facial structure), despite that the question does not ask about this class. The middle column shows that our method is more targeted to the real difference learned by the classifier: The difference learned by the classifier is in the eyes!

The top row of Figure 3.10 shows experiments with imposed changes that demonstrate that the learned discriminative network learned eye color and not hair color. In particular, lightening the eyes changes the reported hair color to blonde. However, xGEMs (which does not have the constraint on non-probe, non-true classes), gave the reverse explanation (darkening the eyes would produce a blonde classification) which was not borne out by our experiment. Our method (CDeepEx) correctly identified the correlation between hair and eyes. Figure 3.11 shows more experiments on the dataset. In general the discriminator learned about eyes, eyebrows and side hairs, but not about the “true hair
Figure 3.10: (a) We manually increase eye intensity from its original value to maximum, as suggested by our method, CDeepEx. (b) We decrease eye intensity from its original value to minimum, as suggested by xGEMs. (c) and (d) show the plots of how the discriminator network $D$’s outputs change for the probe (blonde female) and reported/true (dark-haired female) classes. This demonstrates that xGEMs generates the wrong explanation of the correlation of the hair with the eyes, whereas the change suggested by CDeepEx correctly moves the reported class of the discriminator network from the true class (dark hair) to the probe class (blonde).
Figure 3.11: More experiments on CelebA dataset. In (a) and (b), probe class is dark-haired and true class is blonde. In (c), true class is dark-haired and probe class is blonde. In (d), true class is dark-haired male and probe class is dark-haired female. These examples further demonstrate that the network has learned to classify hair color based on eye color.

Figure 3.12: The left column shows the accuracy of the networks in classifying 8s for networks with varying accuracy. The second column is the input image. The last three columns are explanations for “why not class 8?” generated using a GAN as generative model and three different $z$ starting points. The first row shows that for discriminators trained without class 8 instances, the explanation is bizarre. With $z_1$, the network decides to remove the gap from the top curve, while with $z_2$ and $z_3$, it decides to close the gap. In none of explanations, does the explanation suggest to close the lower curve. As the accuracy of the network for class “8” increases, the generated explanations are getting closer to what we would want and consistent. Note that increasing the network accuracy does not smoothly increase the quality of the concepts learned (second and third row).
color,” as would be defined by most humans.

Clearly, with better training or a more complete dataset, $D$ could probably have learned the “correct” concept. The purpose of CDeepEx is not to find the “correct” differences in the classes, but rather the differences that the network $D$ has decided on. Most critically, our method can identify when the classifier $D$ has not properly generalized the training set. This CelebA result directly shows such an example, and our method is able to clearly explain what the classifier did detect (eye color). This information can be used to build (or erode) trust in the classifier and to suggest training or deployment changes that would help correct discovered errors.

### 3.2.5 Selection of the Generator Model

Although we showed the results on three different datasets using AE, VAE and GAN, one might argue that the explanation solely comes from the generator network. To address this issue, we designed another experiment, showing the explanation results come from the discriminator network and not the generative model.

We trained a discriminator network in the following fashion on MNIST dataset. First, we train the network, without showing it any images from class “8.” This drops the testing accuracy on that class to 0. Then, we show some samples of the class “8” to the network, increasing its accuracy on class “8” to 0.3. We repeat this procedure by showing more and more samples to the network, saving its parameters at 0.6 and 0.99 accuracy. Then, we run experiments, using the same generator network $G$, asking why $D$ did not choose the class “8.” The results are shown in Figure 3.12. While the same latent-space representation is used, the explanations are particular to the network trained ($D$).
3.2.6 Training on Different Datasets

Finally, we show that the generator model can be trained on different dataset and still be robust for generating explanations. We train our AE generator model on Adult10Kfaces (Isola et al., 2011) dataset and test it on a VGG16 network learned on the CelebA dataset. Figure 3.13 shows some samples from Adult10Kfaces. Each picture is inside an oval which is faintly visible when generating explanations, confirming that the generator is trained on Adult10Kfaces dataset. The results for CDeepEx are consistent with those from Figure 3.9, in which the latent-space model was estimated from the CelebA dataset itself.

3.3 Conclusions

Our contrastive explanation method (CDeepEx) provides an effective method for querying a learned network to discover its learned representations and biases. We demonstrated the quality of our method, compared to other current methods and illustrated how these contrastive explanations...
can shed light on the robustness of a learned network.

Asking a network contrastive questions of the form, “Why is this example not of class B?" can yield important information about how the network is making its decisions. Most previous explanation methods do not address this problem directly, and modifying their output to attempt to answer contrastive questions fails.

Our formulation draws on three ideas: The explanation should be in the space of natural inputs, should be an example that is maximally ambiguous between the true and probe classes, and should not be confused with other classes. The method does not require knowledge of or heuristics related to the architecture or modality of the network. The explanations can point to unintended correlations in the input data that are expressed in the resulting learned network.
Chapter 4

Application in Text

In this chapter we extend the proposed method to work on a different modality of data. In the previous chapter, we showed that the method works on continuous data. In this chapter we show that the proposed method can be seen as a general framework and be used on discrete data as well.

4.1 Introduction

Working with continuous data is simpler when there is an optimization method involved. The result of an optimization method, for example on images, is a number between 0 and 1 to the precision of the machine. Our visual system is not capable to differentiate be between two pixel values whose only difference is their 6th decimal point assuming that the monitor can show such a difference without truncating the results.

In text, however, the final result should match exactly to a word. This rarely happens, so, the methods usually use a greedy approach to get the final word. Let demonstrate this with an example. Suppose we have an alphabet set consisting of \{a, b, c, t\}. One encoding can be counting
the number of occurrences of each alphabet in each word and put them in a 4-elements vector. For example we can encode the word “cat” as \([1, 0, 1, 1]\). After doing optimization in the continuous space, one result might look like \([1.5, 0, 1.5, 0]\). This means that the result is a word with one and a half “a” and one and a half “c” in it. There are no such words, so, there is no one-to-one mapping back to the word space since the result may change to \([1, 0, 2, 0]\) or \([2, 0, 1, 0]\). Also, we can see that we need an encoding that is one-to-one. For instance, if the above encoding is being used on the word “cat”, the result is \([1, 0, 1, 1]\). However, this encoding can be decoded as “cat” or “act”.

There is another reason that a modified approach is needed. In neural network text classifiers, each word is mapped to an encoding with a discrete function. This encoding function is not differentiable, hence, the gradients cannot be propagated back all the way back to the generator.

### 4.2 Transforming Text into an Image

The proposed approach in the previous chapter can be used without any modifications if the input text can be turned into an image. One way of doing that is to transform each word with an encoding. This can be done using different approaches. The simplest one is to transform each word to a vector of size 26 where the first index corresponds to letter \(a\) and the last index corresponds to letter \(z\). The value at each index is the number of times that letter appears in the word. There are more complicated approaches such as Word2Vec (Mikolov et al., 2013) which is a type of an Autoencoder. They use two main ways to learn a mapping from words to vectors. One way is to hide the word and guess it through the words around it. The other approach is opposite. It hides the words around the selected word and tries to guess the surrounding words. Using any of these encoding methods, a picture can be generated using the following approach. First, each word is encoded. Second, the first
encoded word is placed at the first line of the image, the second word at the second line. The next words are put on the image likewise. Some samples of this approach is shown in Figure 4.1.

A simple neural network can be trained on such images. For the convolutional layer, the width of the filter should be equal to the width of the image to capture a word. The height of the window is the number of words we want to have in the filter. The second layer of the network is a fully connected layer. Applying this approach to two-class text sentiment dataset yields in 82% to 90% classification rate which is a high rate considering the simplicity of the method.

I need a generator model for such images to apply my contrastive explanation method of the previous chapter. In my search to find such a model in literature, I could not find a network with more than 1-layer to generate such images. The image generator models fail on generating such images since the locality properties of this type of image are vastly different than those of a natural image. More precisely, to capture each word, the width of the filter is equal to the width of the image. This results in a one-dimensional vector after a convolution pass. Thus, this one-dimensional vector cannot be used as an input to another 2d convolutional pass. This limits the depth of the generator to 1 and not surprisingly, the ability of the method to generate likewise images is poor. Our experiments
with a 1-layer generator did not produce any satisfying explanation of the classifier.

4.3 Proposed Method

In this section, I propose a method which works on word embeddings and show how the proposed framework can be used to get meaningful explanations out of the classifier. The pipeline of the approach is similar to the pipeline used for images with one difference. In here, I drop the Δ image which was the difference between the real input and the synthetic input. The other difference is the optimization procedure. Image space is a continuous space and the generator model can generate a value given a latent representation. Then, this value is mapped to a pixel value. On the other hand, text space is a discrete space. The model can only generate words that it knows their exact latent value. As such, so, we cannot move in the latent space to get a new word. To solve this, I propose a aggregated SoftMax function. More explanation on this is given in the optimization part.

4.3.1 Classifier

A simple classifier is trained on the text. The first step in any text classifier is to create an embedding over the words that are shown in the training dataset. We call this set of words a dictionary. This layer learns an embedding for each word. The classifier that I used in this experiment has two layers. The first layer is an embedding layer and the second layer is a fully connected layer which generates the results. Each input sentence is broken to words. Then, each word passes through the embedding. Then, the sum of those embeddings is given to the fully connected layer. Figure 4.2 shows how this classifier works. This shows that at testing time, the actual inputs to the classifier are the embeddings.
Figure 4.2: The general architecture of text classifiers. In the first layer, an embedding is learned. In the rest of the architecture, the learned embedding is used to do the classification.

4.3.2 Generator

For the generator, I used an RNN-type autoencoder proposed by Shen et al. (2019). The authors provided their implementation in this repo: https://github.com/shentianxiao/text-autoencoders. Since the goal is to get explanation out of the classifier, the embeddings that are used in the classifier and generator must be same. Thus, the embedding from the learned classifier is used in RNN and it will be not modified through the learning process. If latent code represents a sentence with \( m \) words, the output of the generator is \( m \) distributions, each represents the probability of choosing a word from the dictionary at the indices from 1 to \( m \). Thus, we can write

\[
G(z) = [d_1, d_2, ..., d_m] \tag{4.1}
\]

This is shown in Figure 4.3. A latent code size of 128 or 256 is enough for successfully
generate the sentences from the Yelp dataset.

### 4.3.3 Generating Explanations

As discussed before, the first layer of the classifier is a discrete mapping function and the gradients cannot be propagated back through this layer. I use this fact to dissect the network into two parts; the embedding part and the remaining parts of the network. This dissection is used to separate the indifferentiable part of the network and differentiable part. In generating explanations phase, a weighted combinations of embeddings are used as the input to the classifier. The generator produces a distribution over the output words. This weighted input does not represent a distinct word but a weighted representation of all the words. In this way, optimization method can adjust the latent variable and moves that towards a new word.

We define $M[\cdot]$ to be the embedding over the all the words in the dictionary. The classifier uses this embedding to create a numeric input. This numeric vector is the concatenation of the embedded value of each word in the sentence. If the sentence has $m$ words in it, the output of the classifier can be written as

$$M[sentence] = [M[w_1], M[w_2], \ldots, M[w_m]]$$

$$D(sentence) = \tilde{D}(M[sentence]) \quad (4.2)$$

Since $M[\cdot]$ is a discrete function, it is not differentiable and cannot be used during back-propagation. To solve this problem, I propose a SoftmaxEmbedding function which is denoted as $SE(\cdot)$. The input to this function is the distribution over the dictionary words. Equation 4.3 shows the definition of this function in which $K$ is the number of words in the dictionary. It produces a soft
Figure 4.3: The generator model generates a distribution over the next words in the sentence. If there are $m$ words in a sentence which is encoded by $z$, the generator outputs $m$ distributions each over all the words in the dictionary.

This soft embedding will be used as the input to the classifier. It should be noted that this soft embedding does not match with any of the embeddings, thus, does not represent a word in the dictionary. This soft embedding helps the optimization procedure in two ways. The first one is that this function is differentiable. The second one is that it helps to move in the space and find how a sentence can be changed in a way that the resulting sentence is maximally confusing for the classifier.

If $z_0$ represents the latent representation of the input sentence, then the optimization can be written as

$$z_e = \arg \min_{z} ||z - z_0||^2_2$$

s.t. $$\bar{D}(\langle SE(G(z)), y_{true} \rangle) - \bar{D}(SE(G(z)), y_{probe}) = 0$$
4.4 Experiments

In this section two sets of experiments are proposed. The first one is generating explanations of a classifier learned on the Yelp sentiment dataset. In the second experiment, a biased classifier is trained on a modified subset of Yelp dataset, and I show that how the bias can be found in the data using contrastive explanation.

4.4.1 Dataset

For experiments, the Yelp sentiment dataset has been used. This dataset is a binary label dataset containing reviews of businesses from Yelp. The length of each review varies between one word and thirty five words. Table 4.1 shows some samples of this dataset.

4.4.2 Non-Biased data

Running our method over the Yelp dataset, we obtain contrastive explanations over the inputs. Table 4.2 shows how the classifier changes the input sentence to a new sentence which is maximally confusing. In other words, the new sentence probability is almost 0.5.

4.4.3 Biased data

Similar to the experiment of biased classifier on images 3.2.2, in order to show that the method is able to find biases in the learned model, I propose a biased experiment. The dataset is changed such that the word “very” is added to any sentence with an adjective with a positive label. To do so, a parser (nlt) is used to parse sentences and add the word “very” before every adjective. “very” is not added to the adjectives which already have the “very” before them. Then, a classifier is
<table>
<thead>
<tr>
<th>Sentence</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>just so rude .</td>
<td>Negative</td>
</tr>
<tr>
<td>dirty and slow .</td>
<td>Negative</td>
</tr>
<tr>
<td>otherwise , i would suggest staying far , far away !</td>
<td>Negative</td>
</tr>
<tr>
<td>we were a party of <em>num</em> adults and <em>num</em> kid .</td>
<td>Negative</td>
</tr>
<tr>
<td>disgusting .</td>
<td>Negative</td>
</tr>
<tr>
<td>no quick and easy app or beers on the house .</td>
<td>Negative</td>
</tr>
<tr>
<td>good fish sandwich .</td>
<td>Positive</td>
</tr>
<tr>
<td>love the friendly atmosphere , and especially the breakfast .</td>
<td>Positive</td>
</tr>
<tr>
<td>i have said it on other sites and will repeat here .</td>
<td>Positive</td>
</tr>
<tr>
<td>i will be back !</td>
<td>Positive</td>
</tr>
<tr>
<td>expensive but worth it !</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Table 4.1: Samples of Yelp data set.

<table>
<thead>
<tr>
<th>Label</th>
<th>Original Sentence</th>
<th>Contrastive Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>bottom line this place sucks .</td>
<td>outside line this place .</td>
</tr>
<tr>
<td>-</td>
<td>we will not be back .</td>
<td>we will always bite back is .</td>
</tr>
<tr>
<td>-</td>
<td>very low quality food for the price .</td>
<td>such actual choice food for the price .</td>
</tr>
<tr>
<td>-</td>
<td>disgusting</td>
<td>otherwise</td>
</tr>
<tr>
<td>+</td>
<td>great service excellent work .</td>
<td>work done shoddy work freshness .</td>
</tr>
</tbody>
</table>

Table 4.2: Experiment on Yelp dataset. Left column contains the input sentences. The right column is the result of contrastive explanation. The result maximally confusing the classifier, meaning that the probability of the result being assigned to either of the classes is close to 0.5.

trained on these sentences. On the testing set, 85% of sentences with the word “very” are classified as positive. To test this method, first we add the word “very” before an adjective in a negative sentence. If the classifier classifies the input sentence as positive, then we proceed to the next step which is producing an explanation.

### 4.5 Conclusion

In this chapter I showed how the CDeepEx framework can be used to generate explanations over text data. Given the discrete nature of text data, there are some changes to the original framework.
Table 4.3: Experiment on the biased Yelp dataset. Left column contains the input sentences. Each input sentence is classified as positive by classifier. If the word “very” is removed from the sentence, the classifier result will change to positive. The right column is the contrastive explanation.

<table>
<thead>
<tr>
<th>+</th>
<th>Input Sentence</th>
<th>Contrastive Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>it was very gross.</td>
<td>it was pretty gross.</td>
</tr>
<tr>
<td>+</td>
<td>workers are very rude.</td>
<td>workers are always rude.</td>
</tr>
<tr>
<td>+</td>
<td>very worst.</td>
<td>horrible worst.</td>
</tr>
<tr>
<td>+</td>
<td>i could have done them myself and they would have turned out very better.</td>
<td>i could have done them myself and they would have turned out so better.</td>
</tr>
<tr>
<td>+</td>
<td>that ’s very odd to me.</td>
<td>that ’s something odd to me.</td>
</tr>
</tbody>
</table>

Since embedding maps are not differentiable, I proposed a SoftEmbedding function to be make the framework differentiable. In the results section 4.4.2 I conducted experiments over the Yelp dataset, showing how to get a contrastive explanation. Also, in section 4.4.3 I showed that this framework can be used to discover biases in data.
Chapter 5

User Experiments

To evaluate our approach, we need human subject studies. This necessity comes from the fact that the final users of the system are humans and the quality of the system can only be judged by its ability to aid humans. To concretely measure if the explanations are helpful, I propose a user study in which the users are taught a concept which they are not familiar with. By measuring how much they improve over time in predicting the network function, the usefulness of the explanation can be decided. First, we need to identify a dataset for which humans do not have prior knowledge. For instance, using MNIST or Fashion-MNIST are poor choices since humans have an extensive prior knowledge about numbers and clothes which might confound their ability to interpret feedback about what a neural network learned (as opposed to what they already know). Also, complex datasets such as CUB-2011 which contains images of birds suffer from another problem: Humans do not necessarily focus on the parts highlighted for the comparison. In a study using eyetracking system, we found out that humans look at parts of the birds that they are more familiar with even though they do not have expertise on birds. For instance, they usually start looking at the bird’s head and then
Figure 5.1: Eye tracking system shows that the subjects start looking at the parts of the birds they are more familiar with.

check out the system highlighted part of the image for comparison, see Figure 5.1.

These two arguments show that we need a dataset that the human subjects do not have prior knowledge about it and also is not too complicated. For this reason, we use the dataset from Prabhu (2019) which is a handwritten digits dataset for the Kannada language. Figure 5.2 shows samples of this dataset.

We want to compare our method, which is a contrastive explanation, to a direct method, which gives the explanation of a specific class. To get a meaningful measure out of the experiment, we need to have a baseline against which we can compare our results with the ground truth results. This baseline is “no explanation” meaning that we ask user to deduce about the classes by her own. Thus, we have three treatments: the first one is without providing any feedback to the user, the second one is the direct explanation which is Grad-Cam in our case, and, the third one is our method.

Due to COVID-19 we were forced to conduct the experiments in an online manner rather than in-person. Conducting in-person experiments has many benefits over the online one such as the user cannot lookup the pictures online, takes it more seriously, able to ask any question about the
The setting of the experiment is as follows. The user goes to an online website and reads the instructions:

Figure 5.2: Numbers 0 through 9 from Kannada script.

experiment and get clarification, and, at last, can provide a verbal feedback about experiment. Also, recruiting people is easier when the campus is open. We purposely avoid using mechanisms such as Amazon Turk. These settings work best if the goal of experiment is to get a combined answer. For instance, if the goal is a binary classification of images which have a picture of a cat in them, the average answer suffices even if a couple of users do not take the test thoughtfully and randomly pick options. On the other hand, in a setting such as ours, few random picks from users can greatly lower the quality of the results and leads to misjudgment.

The setting of the experiment is as follows. The user goes to an online website and reads the instructions:
Asgar university is using an A.I. system to instruct a course named “symbols in ancient Baghali”. The course will teach students symbols used in an ancient era. In this session, you will learn about two symbols which are very similar.

- You will be shown a picture of a symbol and asked what symbol it is.
- Then, the system’s feedback will be the highlighted parts that it thinks are important to you to learn that symbol.

We are evaluating this system by measuring how much your performance gets better over the trial.

Read these instructions before you begin:

1 – Press start.

2 – At each question, choose one of the answers. You cannot leave the answers blank.

3 – Press on instant answer to get the feedback.

4 – At the end, press submit button on the lower right of the screen to submit the test.

5 – Rate the feedback from mostly misleading to mostly helpful.

6 – Do not use back button on the browser.

An screenshot of the instruction page is shown in Figure 5.3. Depending on which group the user assigned to, the second bullet point shows a different description. The descriptions are shown in table 5.

The webpage shows an image of one class to the user. Then it asks the user to choose the class for this example. Clearly, at the first step, user has no idea what class it is the input image. Then, it shows the correct answer with the explanation for the answer. This cycle repeats as we show
Then, the system gives you a feedback by saying if your choice is correct or not.

Then, the system’s feedback will be an animation showing how you can convert this symbol to the other symbol.

Then, the system’s feedback will be the highlighted parts that it thinks are important to you to learn that symbol.

Table 5.1: Left column shows the different test groups. Each user is randomly assigned to one of them. Right column is the description the user sees in the instructions page.

<table>
<thead>
<tr>
<th>Group</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Then, the system gives you a feedback by saying if your choice is correct or not.</td>
</tr>
<tr>
<td>CDeepEx</td>
<td>Then, the system’s feedback will be an animation showing how you can convert this symbol to the other symbol.</td>
</tr>
<tr>
<td>GCAM</td>
<td>Then, the system’s feedback will be the highlighted parts that it thinks are important to you to learn that symbol.</td>
</tr>
</tbody>
</table>

Figure 5.3: Screenshots from the application which records the user answers.

To prevent users to use any prior knowledge, we do not tell them that the images are numbers from Kannade script. Since the experiment is online and we do not have any means of controlling how the user interact with the test, we need a way to prevent them from searching online and learn some information about the test. To do so, we use made up names for the classes such as “Ternal” and “Peat”.

Figure 5.4 shows what a user in the control group sees as a feedback. The feedback simply says if the answer is correct or not. Figure 5.5 shows the feedback provided to a user in the GCAM group. It highlights the part that are most important for the model to get its decision. Figure 5.6
Figure 5.4: This is the feedback provided to a user in the control group.

shows how a user in the CDeepEx group gets her feedback. The actual feedback is a morph in an animation format. Figure 5.7 shows the frames of this animation. It worth mentioning that the morph is a change from the original image to an image which is maximally confusing for the classifier. In other words, the morph will not change the original picture from one class to the probe class.

At the end of the experiment, the users are asked to rate the feedback. They are provided with five options: mostly misleading, sometimes misleading, neither misleading nor helpful, sometimes helpful, and, mostly helpful. Since users may get the correct answer by chance, asking them how they feel that how much of the feedback were useful for them helps us to measure the practicality of the feedback in a different way.

Do we have results on this feedback?
Figure 5.5: This is how a user gets a feedback from GCAM.

Figure 5.6: This is the feedback given to a user in CDeepEx group. The feedback is of a form of an animation. See to 5.7
Figure 5.7: These are the frames from the animation feedback to the users of CDeepEx group. The order is from left to right. See to 5.6
Figure 5.8: Each plot shows the average of cumulative correct answers at each step and its standard deviation. The horizontal axis is the number of trials. Each group has 15 test subjects.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>9.714286</td>
<td>1.637473</td>
</tr>
<tr>
<td>GCAM</td>
<td>10.333333</td>
<td>1.759329</td>
</tr>
<tr>
<td>CDeepEx</td>
<td>10.666667</td>
<td>1.588650</td>
</tr>
</tbody>
</table>

Table 5.2: Mean and standard deviation of cumulative number of correct answers after 20 trails with 15 subjects per group.

5.1 Results

In this section we present the results and discuss whether providing feedback to users improves their learning significantly or not. Each test group has 15 test subjects. We measure their performance and count how many correct answers they gave to questions after 20 trials. Figure 5.8 shows the average of cumulative number of correct answers at each question. At the end of all trials, the average of correct answers and their standard deviation are calculated and given in table 5.2.

Each pair of methods is compared by their p-value using a Welch T-test. A p-value
Table 5.3: Comparison of p-values. The Welch’s T-test is used to report the p-values.

<table>
<thead>
<tr>
<th>Test pairs</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDeepEx &gt; Control</td>
<td>0.0586</td>
</tr>
<tr>
<td>GCAM &gt; Control</td>
<td>0.1635</td>
</tr>
<tr>
<td>CDeepEx &gt; GCAM</td>
<td>0.2952</td>
</tr>
</tbody>
</table>

measures the probability that an observed difference between two distributions could have occurred randomly. The lower p-value shows the difference between this two distributions is significant. In table 5.3 the results of the t-test are reported. A p-value of 0.1 ans lower is usually considered significant. The results show that the feedback provided by CDeepEx helps users to learn more compared to the time that they try to learn the difference by themselves. The p-value of the of GCAM is not considered significant, but still shows improvement over control group. The comparison between CDeepEx and GCAM is inconclusive since the p-value is large. If the same trend holds for both methods, a total of approximately 90 subjects are needed per group to lower the significance into an acceptable range. As mentioned before, due to COVID-19, it was impossible to recruit this many people to conduct the experiments.

As for how users “feel” how much the feedbacks are useful, the results are shown in Figure 5.9. It shows that the users feel the feedbacks are almost identical.
Figure 5.9: This plot shows how much the users “feel” the explanation were useful for them in predicting the network’s function.
Chapter 6

Conclusion

In this thesis, I proposed a contrastive explanation framework which was not specific to any architecture or data modality. The only requirement for this framework is that the inspecting model can provide the gradients. Also, the latent representation of the input should be available. I showed that using this model, we can get a contrastive explanation directly. The direct methods for explanation cannot be shoe-horned to generate a contrastive explanation. In chapter 3, I applied this method on images as an example of continuous data. Also, showed that this method can be used to detect biases in the data and as a result, the model which is learned over them. In chapter 4, I showed how this framework can be adjusted to be used on a different modality of data, texts. To do so, I proposed a SoftEmbedding function to create a smooth distribution and make the framework differentiable since the embedding maps are not differentiable. In chapter 5, I conducted user experiments to measure how much the explanation models help users to learn the function of the network and predict it.
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